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P1117: NESI Executive Summary

Net-Centric Enterprise Solutions for Interoperability (NESI) provides actionable guidance for acquiring net-centric
solutions that meet DoD Network Centric Warfare goals. The concepts in various directives, policies and mandates,
such as those included in the References section of this perspective, are the basis of NESI guidance. The NESI Net-
Centric Implementation documentation does the following: addresses architecture, design and implementation; provides
compliance checklists; and includes a collaboration environment with a repository.

NESI is a body of architectural and engineering knowledge that helps guide the design, implementation, maintenance,
evolution, and use of Information Technology (IT) in net-centric solutions for military application. NESI provides specific
technical recommendations that a DoD organization can use as references. NESI serves in many areas as a reference
set of compliant instantiations of DoD directives, policies and mandates.

NESI is derived from a studied examination of enterprise-level needs and from the collective practical experience of
recent and on-going program-level implementations. NESI is based on current and emergent technologies and describes
the practical experience of system developers within the context of a minimal top-down technical framework. NESI
guidance strives to be consistent with commercial best practices in the area of enterprise computing and IT.

NESI applies to all phases of the acquisition process as defined in DoD Directive 5000.1 [R1164] and DoD Instruction
5000.2; [R1165] NESI provides explicit guidance for implementing net-centricity in new acquisitions and for migrating legacy
systems to greater degrees of net-centricity.

NESI subsumes a number of references and directives; in particular, the Air Force C2 Enterprise Technical Reference
Architecture (C2ERA) and the Navy Reusable Applications Integration and Development Standards (RAPIDS). Initial
authority for NESI is per the Memorandum of Agreement between Commander, Space and Naval Warfare Systems
Command (SPAWAR); Navy Program Executive Officer, C4l & Space (now PEO C4l); and the United States Air Force
Electronic Systems Center (ESC), dated 22 December 2003, Subject: Cooperation Agreement for Net-Centric Solutions
for Interoperability (NESI). The Defense Information Systems Agency (DISA) formally joined the NESI effort in 2006.

Perspectives NESI Perspectives describe a topic and encompass related, more specific Perspectives
or encapsulate a set of Guidance and Best Practice details, Examples, References, and
Glossary entries that pertain to the topic.

Guidance NESI Guidance is in the form of atomic, succinct, absolute and definitive Statements related
to one or more Perspectives. Each Guidance Statement is linked to Guidance Details which
provide Rationale, relationships with other Guidance or Best Practices, and Evaluation
Criteria with one or more Tests, Procedures and Examples which facilitate validation of using
the Guidance through observation, measurement or other means. Guidance Statements are
intended to be binding in nature, especially if used as part of a Statement of Work (SOW) or
performance specification.

Best Practices NESI Best Practices are advisory in nature to assist program or project managers and
personnel. Best Practice Details can have all the same parts as NESI Guidance. The use of
NESI Best Practices are at the discretion of the program or project manager.

Examples NESI Examples illustrate key aspects of Perspectives, Guidance, or Best Practices.

Glossary NESI Glossary entries provide terms, acronyms, and definitions used in the context of NESI
Perspectives, Guidance and Best Practices.

References NESI References identify directives, instructions, books, Web sites, and other sources of
information useful for planning or execution.

Releasability Statement

NESI Net-Centric Implementation v3.2 is cleared for public release by competent authority in accordance with DoD
Directive 5230.9; [R1232] Distribution Statement A: Approved for public release; distribution is unlimited applies to
the documentation set. Obtain electronic copies of this document at http://nesipublic.spawar.navy.mil.
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Vendor Neutrality

NESI documentation sometimes refers to specific vendors and their products in the context of examples and lists.
However, NESI is vendor-neutral. Mentioning a vendor or product is not intended as an endorsement, nor is a
lack of mention intended as a lack of endorsement. Code examples typically use open-source products since
NESI is built on the open-source philosophy. NESI accepts inputs from multiple sources so the examples tend

to reflect contributor preferences. Any products described in examples are not necessarily the best choice for
every circumstance. Users are encouraged to analyze specific project requirements and choose tools accordingly.
There is no need to obtain, or ask contractors to obtain, the tools that appear as examples in this guide. Any lists
of products or vendors are intended only as examples, not as a list of recommended or mandated options.

Disclaimer

Every effort has been made to make NESI documentation as complete and accurate as possible. Even with
frequent updates, this documentation may not always immediately reflect the latest technology or guidance. Also,
references and links to external material are as accurate as possible; however, they are subject to change or may
have additional access requirements such as Public Key Infrastructure (PKI) certificates, Common Access Card
(CAC) for user identification, and user account registration.

Contributions and Comments

NESI is an open project that involves the entire development community. Anyone is welcome to contribute
comments, corrections, or relevant knowledge to the guides via the Change Request tab on the NESI Public site,
http://nesipublic.spawar.navy.mil, or via the following email address: nesi@spawar.navy.mil.
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P1288: Part 2: Traceability

Part 2: Traceability provides a mapping of specific NESI Guidance to other, often more general, high-level DoD net-
centric and interoperability efforts such as the Assistant Secretary of Defense for Networks and Information Integration/
Department of Defense Chief Information Officer (ASD(NII)/DoD CIO) Net-Centric Checklist.[R1177] Part 2 includes
Perspectives that follow the structure of each high-level effort and provide a NESI interpretation of the implementation
implications for program managers and developers which these other efforts direct or imply. These Perspectives, and the
associated NESI Guidance and Best Practice links, provide a means of navigating NESI content based on the traceability
Part 2 provides. The efforts to which Part 2 content traces may be DoD- or Service-specific; Part 2 currently traces to the
following.

Detailed Perspectives
ASD(NII) Net-Centric Guidance [P1239]
Open Technology Development [P1307]
Naval Open Architecture [P1279]
Relationship with the JCIDS Process [P1122]
DISR Service Areas [P1362]

Exposure Verification Tracking Sheets [P1374]
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Part 2: Traceability > ASD(NII): Net-Centric Guidance

P1239: ASD(NII): Net-Centric Guidance

The ASD(NII) Checklist Guidance is primarily for managers of new programs or programs that are undergoing a
transformation or major upgrade and is especially useful in the pre-systems acquisition and systems acquisition

phases. The ASD(NII) Net-Centric Checklist [R1177] uses net-centric design precepts called tenets to guide the move into
the net-centric environment. The design tenets help the DoD leadership understand how net-centricity is evolving. NESI
provides specific technical direction for satisfying the Net-Centric Checklist. Note that some tenets address doctrinal or
procedural requirements; NESI guidance does not address those areas.

Intended Audience

The Net-Centric Guidance is primarily applicable for new programs or programs that are undergoing a
transformation or major upgrade, especially in the pre-systems acquisition and systems acquisition phases. The
intended audience for this document includes the following:

* Program managers

» Deputy program managers

» Contracting officers

e Chief engineers

» Contractor personnel

« Enterprise and software architects

Detailed Perspectives

The following perspectives address the ASD(NII) Net-Centric Checklist design tenet categories.
Data [P1244]

Services [P1249]

Information Assurance/Security [P1240]

Transport [P1241]

Each design tenet provides specific technical guidance to enable the system to satisfy its net-centric requirements.

The technical guidance in Part 2 is not necessarily all encompassing; rather, use these guidance statements as part of
the overall system engineering analysis of a program to facilitate the evolution of a program or project to net-centricity.
Additionally, not all design tenets can be satisfied strictly by technical guidance. All elements of Doctrine, Organization,
Training, Materiel, Leadership, Personnel, and Facilities (DOTMLPF) must participate in the evolution of net-centricity.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data

P1244: Data

The DoD Net-Centric Data Strategy [R1172] is a key enabler of DoD transformation. Significant attributes of the data
strategy include the following:

Ensuring that data are understandable and trustable, and that they are visible and accessible when and where needed
to accelerate decision-making.

"Tagging" data (intelligence, non-intelligence, raw, and processed) with metadata that supports discovery by both
known and unanticipated users in the enterprise.

Posting data to shared spaces that all users can access, except when limited by security, policy, or regulations.
Posting in parallel with processing; Task/Post/Process/Use replaces the Task/Process/Exploit/Disseminate paradigm.
Separating data from applications so that users may choose different applications to exploit the same data.

Handling information only once to eliminate duplicate, non-authoritative data.

Note: This section explains the design tenets surrounding data and data assets. A data asset is any entity that
involves data. For example, a database is a data asset composed of data records.

Detailed Perspectives

Design Tenet: Make Data Visible [P1250]

Design Tenet: Make Data Accessible [P1252]

Design Tenet: Make Data Understandable [P1253]
Design Tenet: Make Data Trustable [P1254]

Design Tenet: Make Data Interoperable [P1256]
Design Tenet: Provide Data Management [P1257]
Design Tenet: Be Responsive to User Needs [P1258]
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Exposure Verification Tracking Sheets > Data Exposure
Verification Tracking Sheet > Data Visibility > Design Tenet: Make Data Visible

P1250: Design Tenet: Make Data Visible

Data visibility requires an integrated environment of metadata models about the data assets. A data asset is visible

when discovery metadata that describes the asset is accessible. Perform forward and/or reverse engineering to capture
metadata that describes the data assets of a node. Making data visible (even if not accessible) helps develop information
about the node and its applications through insights such as the following:

» Essential missions that define the reason for the enterprise; the ultimate goals and objectives that measure enterprise
accomplishment
» Procedures performed by various groups in the enterprise that achieve these essential missions

e The specific databases, information systems, and processes that groups use to accomplish aspects of the essential
missions

» Context-independent semantic templates of data elements and mechanisms for configuring into data models, as
determined by subject matter experts

» Mechanisms for configuring data models into databases used by organizations in the enterprise

Considerations

« Make all data assets visible, even if they are not accessible.
« Use the DoD Discovery Metadata Specification (DDMS) [R1225] and all of its attributes to describe data assets.

« If possible, generate discovery metadata automatically.

Guidance
» (G1125: Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
* (G1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.
» (1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

» (G1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

e (1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

e (G1391: Identify taxonomy additions or changes in conjunction with the Communities of Interest (COls) during
the Program development for potential inclusion in the Taxonomy Gallery of the DoD Metadata Registry.

Best Practices
» BP1392: Register services in accordance with a documented service registration plan.
» BP1863: Make shareable data assets visible, even if they are not accessible.

» BP1865: Provide sufficient program, project, or initiative metadata descriptions and automated support to enable
mediation and translation of the data between interfaces.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Design Tenet: Make Data Accessible

P1252: Design Tenet: Make Data Accessible

Data accessibility requires defining data assets that exist within acceptable boundaries of security, along with the
information necessary to access them. Relational databases automatically contain metadata about data assets. This
perspective extends that definition to XML data that may exist independently or that are mapped to and/or from relational
data. The following considerations focus on using XML; however, there are alternatives (see the final two Considerations).

XML Requirement

« Use XML to exchange information across systems. Define and implement an XML version of each external interface
in all systems. If a system makes data available to external partners, make that data available in the form of an
XML document. This is required even if none of the current known partners want or send XML data. Systems may
implement other external data exchange mechanisms if an XML interface is supported. Systems may implement other
external data exchange mechanisms in addition to an XML interface.

XML Interface Specification
* The system that defines an XML interface will do the following:

* Specify the syntax of the XML documents it accepts and produces
« Use the XML Schema standard to express these specifications.

< Enter the schema in the DoD Metadata Registry and Clearinghouse. [R1227] This should occur as early as possible
in the development process. Consult designated DoD XML Namespace Managers for guidance in choosing
element, attribute, and type identifiers

* An XML interface is responsible for the following actions:

« Accept input data, producing output data, or both
* Encode this data in XML documents
« Specify the schema of the XML documents it accepts and produces
< Provide documentation that allows programmers and users to understand the meaning of those documents
* Be implemented by a runtime service that accepts and produces such documents
XML Interface Usage
» A system that uses an XML interface defined by some other system shall record this fact in the DoD Metadata Registry
and Clearinghouse.
XML Transport
» Systems must implement one version of each XML interface that is accessible through a URL using HTTP/HTTPS.

Systems may implement other versions of the interface using other transport mechanisms, such as FTP or SMTP, as
long as they also support the HTTP version.

Open-Standard Alternatives to XML Format

» Information that is customarily exchanged using a well-known open-standard format does not have to be made
available in XML. For example, systems may transfer image data in Joint Photographic Experts Group (JPEG) format,
and email messages may continue to use RFC 822 (Standards for ARPA Internet Text Messages) headers. It is
not necessary to develop an equivalent XML interface for these. Make a list of the exception formats available. It is
not necessary to convert information intended for presentation that is currently held in Standard Generalized Markup
Language (SGML) format immediately into XML. However, systems should consider future migration from SGML to
XML.

Proprietary Alternatives to XML Format
» Information that can only be expressed using closed proprietary formats does not have to be made available in XML.

For example, systems may continue to exchange word processor files in Microsoft® Word (DOC format); it is not
necessary to develop an equivalent XML interface for this information.

Guidance
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G1141: Base data models on existing data models developed by Communities of Interest (COI).
G1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.
G1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

G1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

G1391: Identify taxonomy additions or changes in conjunction with the Communities of Interest (COIs) during
the Program development for potential inclusion in the Taxonomy Gallery of the DoD Metadata Registry.

G1763: Indicate the security classification for all classified data.

Best Practices

BP1392: Register services in accordance with a documented service registration plan.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Exposure Verification Tracking Sheets > Data Exposure
Verification Tracking Sheet > Data Understandability > Design Tenet: Make Data Understandable

P1253: Design Tenet: Make Data Understandable

Use well-defined standard data elements to establish the semantic basis for data models. To enable data understanding,
start with well-defined data ontologies, taxonomies, and vocabularies using standard data elements as the basis for

data model structure templates used throughout database models and operating databases. The use of standard data
elements also extends to the semantics of XML schemas that may exist independently or that are generated from
database data models.

Considerations
XML Schema Usage
« Search the DoD Metadata Registry for existing XML schemas suitable for reuse in system interfaces. Record
the reuse of XML schemas in the DoD Metadata Registry and Clearinghouse.

« If an existing XML schema is close to but not exactly what was specified, review the system requirements with
relevant Communities of Interest (COIs) to determine if the existing schema can be applied as-is or with
minor modification.

* Review proposed XML definitions with the designated DoD XML Namespace Manager for relevant COls.
« Define XML schemas only for that information for which the system is an authoritative source.

* Review XML definitions produced by government and industry consortia for possible reuse.

« Define XML interfaces in collaboration with known information exchange partners.

XML Schema Documentation

* Document the semantics of XML interfaces as annotations on the XML schema.

« Supply a text definition for every element, attribute, and enumeration value defined in the schema. Refer to the
XML Schema specification [R1116] for more information on schema annotations.

« Describe the metadata for each XML element with information from related view, physical, logical, conceptual,
and data element models.

Guidance

e (G1141: Base data models on existing data models developed by Communities of Interest (COI).

e (1382: Be associated with one or more Communities of Interest (COIs).

* (G1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.

* (G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.

» (1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

» (1388: Use predefined commonly used database tables in the DoD Metadata Registry.

e (1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

e (G1391: Identify taxonomy additions or changes in conjunction with the Communities of Interest (COls) during
the Program development for potential inclusion in the Taxonomy Gallery of the DoD Metadata Registry.

* G1724: Develop XML documents to be well formed.

* G1725: Develop XML documents to be valid XML.

* (G1726: Define XML Schemas using XML Schema Definition (XSD).
* G1727: Provide names for XML type definitions.

e (G1728: Define types for all XML elements.

e G1729: Annotate XML type definitions.

» G1737: Define a target namespace in schemas.
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» (G1738: Define a qualified namespace for the target namespace.
* G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.
» (G1759: Use a style guide when developing Web portlets.
» G1761: Provide units of measurements when displaying data.
* (G1762: Indicate all simulated data as simulated.
» (G1763: Indicate the security classification for all classified data.
e G1770: Explicitly define Data Distribution Service (DDS) Domains.
» G1796: Explicitly define Data Distribution Service (DDS) Domain Topics.
» (G1798: Explicitly define all the Data Distribution Service (DDS) Domain data types.
* G1799: Explicitly associate data types to the Data Distribution Service (DDS) Topics within a DDS Domain

» (1800: Explicitly identify Keys within the Data Distribution Service (DDS) data type that uniquely identify an
instance of a data object.

» (1810: Use data models to document the data contained within the Data Distribution Service (DDS) Data-
Centric Publish Subscribe (DCPS).

Best Practices

» BP1392: Register services in accordance with a documented service registration plan.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Design Tenet: Make Data Trustable

P1254: Design Tenet: Make Data Trustable

A key to supporting data trust relationships is to ensure that data is unchanged (or otherwise reconcilable) when the data
is accessed from all points within the trust relationship. Formalize and enforce authoritative data sources and ensure that
the data is current and distributed in a timely manner.

Considerations
» Use the Resource Descriptors and Security Descriptors specified by the DoD Metadata Registry to provide
data validity and security information.
« |dentify the authoritative source and purpose for each data element.

» Aggregated data can often exceed the security level of the individual data elements. Recognize and account for
the possibility of an increased security level when aggregating data.

Guidance
* G1154: Use stored procedures for operations that are focused on the insertion and maintenance of data.
» (G1155: Use triggers to enforce referential or data integrity, not to perform complex business logic.
* (1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.
e (1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

e (1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

* (G1388: Use predefined commonly used database tables in the DoD Metadata Registry.

* (G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

 (G1762: Indicate all simulated data as simulated.

» (G1763: Indicate the security classification for all classified data.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Design Tenet: Make Data Interoperable

P1256: Design Tenet: Make Data Interoperable

To be interoperable, data must have known structural and discovery metadata as well as mechanisms to support its
translation (e.g., to different units). Analyze and register metadata data assets such as names, data types, lengths,
precision, scale, and restricted value domains. Identify the standards used to represent these items. Work with
Communities of Interest to ensure the data represents appropriate semantics.

Considerations

XML Wrapped Data

- If XML wrapped data are intended for exchange, configure them in terms of standard transactions with
headers, trailers, and bodies.

XML Schema Validation
» Systems that produce XML documents shall guarantee that the XML documents are valid according to the XML

schema they have published in the DoD Metadata Registry. Systems that receive XML documents should
validate them against the schemas published by the Source system.

Guidance

G1001: Use formal standards to define public interfaces.

G1141: Base data models on existing data models developed by Communities of Interest (COI).

G1382: Be associated with one or more Communities of Interest (COIs).

G1383: Use a registered namespace in the XML Gallery in the DoD Metadata Registry.

G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.
G1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

G1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

G1388: Use predefined commonly used database tables in the DoD Metadata Registry.

G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

G1391: Identify taxonomy additions or changes in conjunction with the Communities of Interest (COIs) during
the Program development for potential inclusion in the Taxonomy Gallery of the DoD Metadata Registry.

G1724: Develop XML documents to be well formed.

G1725: Develop XML documents to be valid XML.

G1726: Define XML Schemas using XML Schema Definition (XSD).
G1729: Annotate XML type definitions.

G1737: Define a target namespace in schemas.

G1738: Define a qualified namespace for the target namespace.
G1746: Develop XSLT style sheets that are XSLT version agnostic.
G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.
G1754: Give each new XML schema version a unique URL.

G1759: Use a style guide when developing Web portlets.

G1761: Provide units of measurements when displaying data.
G1763: Indicate the security classification for all classified data.
G1770: Explicitly define Data Distribution Service (DDS) Domains.

G1772: Assign a unique identifier for each Data-Distribution Service (DDS) Domain.
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G1796: Explicitly define Data Distribution Service (DDS) Domain Topics.
G1798: Explicitly define all the Data Distribution Service (DDS) Domain data types.
G1799: Explicitly associate data types to the Data Distribution Service (DDS) Topics within a DDS Domain

G1800: Explicitly identify Keys within the Data Distribution Service (DDS) data type that uniquely identify an
instance of a data object.

G1810: Use data models to document the data contained within the Data Distribution Service (DDS) Data-
Centric Publish Subscribe (DCPS).

Best Practices

BP1392: Register services in accordance with a documented service registration plan.

BP1865: Provide sufficient program, project, or initiative metadata descriptions and automated support to enable
mediation and translation of the data between interfaces.

BP1866: Coordinate with end users to develop interoperable materiel in support of high-value mission capability.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Exposure Verification Tracking Sheets > Data Exposure
Verification Tracking Sheet > Data Visibility > Design Tenet: Provide Data Management

P1257: Design Tenet: Provide Data Management

Enhance the ability to support data management by providing a process to define, develop, and maintain an ontology
(e.g., schemas, thesauruses, vocabularies, keyword lists, and taxonomies).

Considerations

« Obtain metrics to promote awareness of data management successes and areas requiring improvement.

« Provide a graphical representation, outline, or model representing the format, structure, and relationship of
data.

Guidance

e (G1125: Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
* (G1141: Base data models on existing data models developed by Communities of Interest (COI).

» (1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.

* (G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.

e (1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

» (G1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

» (G1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

* (G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

» (G1647: Provide access to the Federated Search Services.

* (G1726: Define XML Schemas using XML Schema Definition (XSD).

e G1729: Annotate XML type definitions.

* G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.

Best Practices

» BP1392: Register services in accordance with a documented service registration plan.

» BP1865: Provide sufficient program, project, or initiative metadata descriptions and automated support to enable
mediation and translation of the data between interfaces.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Data > Design Tenet: Be Responsive to User Needs

P1258: Design Tenet: Be Responsive to User Needs

Include users in processes for creating discoverable, accessible, understandable, and trusted information and services.
Understanding information interoperability creates an environment that can be responsive to users. User feedback
mechanisms provide a means of capturing and reporting user satisfaction and give portfolio managers decision making
information to steer investments, developments and improvements. Service and information providers in a mission area
should work together to define the processes for using the user feedback for service and information improvements
because these processes are specific to a portfolio of capabilities in the enterprise.

Considerations

« Provide a capability for capturing, tracking, and responding to user feedback.

e Collaborate with Communities of Interest (COIs) in responding to user feedback.
« Ensure that user feedback is visible to the net-centric environment.

« Ensure that processes exist for consumers to do the following:

¢ Request additional information from the information provider
¢ Request changes in the format, i.e., syntax or semantics, of visible information
¢ Report a problem with the information

« Establish metrics for determining responsiveness to user needs.

Guidance

G1141: Base data models on existing data models developed by Communities of Interest (COI).

G1382: Be associated with one or more Communities of Interest (COISs).

G1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.

G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.

G1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

G1388: Use predefined commonly used database tables in the DoD Metadata Registry.

G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

G1391: Identify taxonomy additions or changes in conjunction with the Communities of Interest (COIs) during
the Program development for potential inclusion in the Taxonomy Gallery of the DoD Metadata Registry.

G1571: Maintain a comprehensive list of all the Communities of Interest (COIs) to which the Components of a
Node belong.

G1575: Designate Node representatives to relevant Communities of Interest (COIls) in which Components of the
Node participate.

G1760: Solicit feedback from users on user interface usability problems.

Best Practices

BP1392: Register services in accordance with a documented service registration plan.

BP1867: Use metrics to track responsiveness to user information sharing needs.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Services

P1249: Services

A service is a contractually defined behavior a software component provides through a well-defined, published and
shareable interface. The service concept is based on implementation characteristics like loose coupling, location
independence, etc., that are inherently net-centric; this enables the rapid development and deployment of capabilities
that, combined with other services, can provide a range of simple and complex functions that could be shared across
diverse applications and management boundaries and woven into mission threads or business flows.

Note: For more information on service characteristics see the Service-Oriented Architecture [P1304] perspective in
Part 1.

Detailed Perspectives

Design Tenet: Service-Oriented Architecture (SOA) [P1259]
Design Tenet: Open Architecture [P1268]

Design Tenet: Scalability [P1270]

Design Tenet: Availability [P1271]

Design Tenet: Accommodate Heterogeneity [P1275]

Design Tenet: Decentralized Operations and Management [P1276]
Design Tenet: Enterprise Service Management [P1278]
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Services > Design Tenet: Service-Oriented Architecture (SOA)

P1259: Design Tenet: Service-Oriented Architecture (SOA)

Service-Oriented Architecture (SOA) is an architectural design style for building flexible, adaptable and distributed
computing environments where functionality is exposed and shared across enterprise by the means of services.

Note: For more information on service-oriented architecture and service characteristics that enable the sharing of
services across an enterprise see the Service-Oriented Architecture [P1304] perspective in Part 1.

Web Services

» Build Web services in accordance with the technical standards and conformance requirements prescribed by the
current version of the WS-I| Basic Profile.[R1237]

« Use the WS-I Sample Application as a model for implementing and documenting Web services.
« Use test tools authorized by WS-I that verify conformance with the current version of the WS-I Basic Profile.

< Build and develop security extensions as prescribed in the current version of the WS-I Basic Security Profile.
Service Description
» Describe services using a standard Service Definition Framework (SDF). The Service Definition Framework [P1296]
perspective provides a detailed specification for service definition and implementation. The SDF should address the
following information for each service:
* What the service does
* How the service works (from a "black box" perspective)
* Required security mechanisms or restrictions
« Performance or quality of service (QO0S) information
» Points of contact for the service
« The specifics of how to bind to (access or use) the service
Service Access Point (SAP)
» Describe services provided by a system's SAPs. From a service provider perspective, SAPs can be abstracted away
from the back-end or internal processing activities of the service. Looser coupling between SAP and service internals

enables a service provider to change the internal workings of the back end, such as moving to a new version of a
database, without changing the SAP.

Service Design
« Design services around operational requirements and service consumers' needs.
» Base the service specifications on the needs of the initial users, since it is impossible to know all the possible
service consumers.
« Provide an extensible interface so the service design can support future needs.
Service Design Characteristics
» Design services in accordance with best practices and patterns. For example, a service design should specify the

information objects that are communicated across its interface in terms of enterprise metadata (e.g., time, location).
These enable semantic agreement between the information objects.

» Design information objects to minimize the number of transactions across the service interface. An example of this is
a request for an Authority to Operate (ATO), possibly constrained by a time and location attribute, followed by a reply
containing the ATO that is applicable to a specific area of interest and time.

Service Implementation Characteristics
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Implementation information focuses on the technical implementation details that prospective service developers
or providers need to design new services, or a service that uses another service. These attributes typically include
items like the WSDL description of the service, details of a service's API interface point, and a description of service
dependencies. Implement services using the following practices:
< Document the open standards used.
* Use vendor and platform independent messages.
» ldentify addresses using Uniform Resource Identifiers (URIS).
* Use defined and documented service interfaces.
« Register XML interface descriptions using the DoD Metadata Registry.
e Pass enterprise or COI objects, defined by their respective metadata, across its service interface.

« Use extensible service interfaces with versioning, independent of the interface implementation version.

Service Level Agreement (SLA)

Document a Service Level Agreement to do the following:

< Include quantitative measures for service usage, performance analysis, continuity of operations plan, and
performance across the range of bandwidths provided by the node.

* Have terms that the node's management services can monitor and manage.

« Define responsibility for day-to-day service operations and procedures for reporting problems.

Service Interfaces

Interface information should include descriptions of service features, service functionality, service provider
identification, instructions on how to access and use the service through the SAP, and so on. The interface information
should also discuss the different form factors that a service supports, such as a PDA.

Express the Web service interfaces in WSDL in accordance with the current version of the WS-I Basic Profile.
Register all XML schema files imported into WSDL under the appropriate namespace in the DoD XML Registry.

At a minimum, store WSDL files in a file accessible via URL and HTTP.

Node Responsibilities for Services

The node infrastructure should enable mission application software to be instantiated as services; this includes
software libraries that support SOAP and WSDL processing. Node responsibilities include the following:

* Using Web services standards (SOAP and WSDL) to interoperate applications across nodes.
< Providing secure access to components in accordance with node and GIG IA/Security policies and services.

< Designing services to be managed by the node in accordance with enterprise policy. Management services
will typically be part of the node component framework environment (e.g., Java EE application server, .NET
management environment) that is used in conjunction with NCES Enterprise Service Management.

< Providing the capability to name and register components for local use within the node (e.g., JNDI). Component
registration mechanisms shall interface or extend to service registration mechanisms, such as registration in the
NCES Discovery service. If the component is only visible to the local node, it does not have to be registered in the
NCES Discovery service.

Service Registration

Systems register services using the standard service metadata in a directory available to the nodes in the enterprise.
This directory may be based in the node, in an NCES Discovery Service, or both. At a minimum, identify a service by a
Uniform Resource Identifier.

Nodes register services as resources with the NCES Policy Management Service and control access to services using
the NCES Policy Decision Services. The NCES Resource Attribute Services must provide access to service attributes.

Service Security
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e Security information provides detailed information about the security specifications of the service, such as restrictions
on who can use or access the service, for example indicating that the user must present a valid DoD PKI certificate to
access the service.

» A security framework is required at the node level to authenticate principals, ensure confidentiality and integrity of
messages and authorize access.

» Use security mechanisms provided by the node. These must include mutual authentication over an encrypted channel
such as SSL, authorization, confidentiality, integrity and non-repudiation.

e Services must support role-based access control (RBAC) mechanisms.

* Nodes should provide interfaces to NCES security services.

» Nodes should establish trust relationships with other nodes in the enterprise using the NCES Domain Federation
Service.

Support for Service Orchestration

» Provide the capability to compose mission capabilities from one or more services using a service orchestration or
workflow mechanism based on industry standards such as WS-BPEL. [R1347]

Guidance

* (G1001: Use formal standards to define public interfaces.

* (G1002: Separate public interfaces from implementation.

* (G1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.

e (G1004: Make public interfaces backward-compatible within the constraints of a published deprecation policy.

» (G1008: Isolate the Web service portlet from web hosting infrastructure dependencies by using the Web Services
for Remote Portlets (WSRP) Specification protocol.

* (G1010: Use open standard logging frameworks.

* (G1011: Make components independently deployable.

* (G1012: Use a set of services to expose Component functionality.

* (G1014: Access databases through open standard interfaces.

e (31018: Assign version identifiers to all public interfaces.

e (G1019: Deprecate public interfaces in accordance with a published deprecation policy.

* (G1022: Insulate public interfaces from compile-time dependencies.

* G1027: Internally document all source code developed with Department of Defense (DoD) funding.
* (1030: Use a user interface component library.

* (1032: Validate all input fields.

e (G1043: Separate formatting from data through the use of style sheets instead of hard coded HTML attributes.

e (G1044: Comply with Federal accessibility standards contained in Section 508 of the Rehabilitation Act of 1973 (as
amended) when developing software user interfaces.

* (G1045: Separate XML data presentation metadata from data values.

* (G1050: In ASP, isolate the presentation tier from the middle tier using COM objects.

* (G1052: Use the code-behind feature in ASP.NET to separate presentation code from the business logic.
* (G1053: Do not embed HTML code in any code-behind code used by aspx pages.

e (1056: Specify a versioning policy for .NET assemblies.

e (1058: Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.

» (G1060: Encapsulate Java code in tag libraries when using the code in JavaServer Pages (JSPs).

» (G1071: Use vendor-neutral interface connections to the enterprise (e.g., LDAP, JNDI, JMS, databases).
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G1073: Isolate vendor extensions to enterprise service interfaces.
G1078: Document the use of non-Java EE-defined deployment descriptors.
G1079: Use deployment descriptors to isolate configuration data for Java EE applications.

G1080: Adhere to the Web Services Interoperability Organization (WS-I) Basic Profile specification for Web
service environments.

G1082: Use the document-literal style for all data transferred using SOAP where the document uses the World
Wide Web Consortium (W3C) Document Object Model (DOM).

G1083: Do not pass Web Services-Interoperability Organization (WS-I) Document Object Model (DOM)
documents as strings.

G1085: Establish a registered namespace in the XML Gallery in the DoD Metadata Registry for all DoD
Programs.

G1087: Validate all Web Services Definition Language (WSDL) files that describe Web services.

G1088: Use isolation design patterns to define system functionality that manipulates Web services.

G1090: Do not hard-code a Web service's endpoint.

G1093: Implement exception handlers for SOAP-based Web services.

G1095: Use W3C fault codes for all SOAP faults.

G1118: Localize CORBA vendor-specific source code into separate modules.

G1119: Isolate user-modifiable configuration parameters from the CORBA application source code.

G1121: Do not modify CORBA Interface Definition Language (IDL) compiler auto-generated stubs and skeletons.
G1123: Use the Fat Operation Technique in IDL operator invocation.

G1125: Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
G1127: Use a UDDI specification that supports publishing discovery services.

G1131: Use standards-based Universal Description, Discovery, and Integration (UDDI) application
programming interfaces (APIs) for all UDDI inquiries.

G1132: Implement the data tier using commercial off-the-shelf (COTS) relational database management
system (RDBMS) products that implement a Structured Query Language (SQL).

G1141: Base data models on existing data models developed by Communities of Interest (COI).

G1144: Develop two-level database models: one level captures the conceptual or logical aspects, and the other
level captures the physical aspects.

G1146: Include information in the data model necessary to generate a data dictionary.

G1147: Use domain analysis to define the constraints on input data validation.

G1148: Normalize data models.

G1151: Define declarative foreign keys for all relationships between tables to enforce referential integrity.
G1153: Separate application, presentation, and data tiers.

G1154: Use stored procedures for operations that are focused on the insertion and maintenance of data.
G1155: Use triggers to enforce referential or data integrity, not to perform complex business logic.
G1190: Use a build tool.

G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).
G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.

G1204: Create configuration services to provide distributed user control of the appropriate configuration
parameters.

G1205: Use non-source code persistence to store all user-modifiable CORBA service configuration parameters.
G1208: Add new functionality rather than redefining existing interfaces in a manner that brings incompatibility.
G1209: For Java, use JDK logging facilities.

G1210: For .NET, use Debug and Trace from the Syst em Di agnhosti ¢cs namespace.
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G1217: Develop and use externally configurable components.
G1218: Use a build tool that supports operation in an automated mode.
G1219: Use a build tool that checks out files from configuration control.
G1220: Use a build tool that compiles source code and dependencies that have been modified.
G1221: Use a build tool that creates libraries or archives after all required compilations are completed.
G1222: Use a build tool that creates executables.
G1223: Use a build tool that is capable of running unit tests.
G1224: Use a build tool that cleans out intermediate files that can be regenerated.
G1225: Use a build tool that is independent of the Integrated Development Environment.
G1237: Do not hard-code the configuration data of a Web service vendor.

G1239: Use design patterns (e.g., facade, proxy, or adapter) or property files to isolate vendor-specifics of
vendor-dependent connections to the enterprise.

G1245: Isolate the Web service portlet from platform dependencies using the Web Services for Remote Portlets
(WSRP) Specification protocol.

G1267: Use HTML data entry fields on Web pages.

G1268: Label all data entry fields.

G1270: Include scroll bars for text entry areas if the data buffer is greater than the viewable area.
G1271: Provide instructions and HTML examples for all style sheets.

G1276: Do not modify the contents of the Web browser's status bar.

G1277: Do not use tickers on a Web site.

G1278: Use the browser default setting for links.

G1283: Use linked style sheets rather than embedded styles.

G1284: Use only one font for HTML body text.

G1285: Use relative font sizes.

G1286: Provide text labels for all buttons.

G1287: Provide feedback when a transaction will require the user to wait.

G1292: Use text-based Web site navigation.

G1294: Provide a site map on all Web sites.

G1295: Provide redundant text links for images within an HTML page.

G1566: Use al t attributes to provide alternate text for non-text items such as images.

G1569: Maintain a comprehensive list of all of the Components that are part of the Node.
G1573: Define the enterprise design patterns that a Node supports.

G1574: Define which enterprise design patterns a Component requires.

G1579: Define which Enterprise Services the Node will host locally when the Node becomes operational.

G1580: Define which Enterprise Services will be hosted over the Global Information Grid (GIG) when the Node
becomes operational.

G1581: Expose legacy functionality through the use of a service.

G1635: Make Nodes that will be part of the Global Information Grid (GIG) consistent with the GIG Integrated
Architecture.

G1636: Comply with the Net-Centric Operations and Warfare Reference Model (NCOW RM).

G1637: Make Node-implemented directory services comply with the directory services Global Information Grid
(GIG) Key Interface Profiles (KIPs).

G1638: Comply with the directory services Global Information Grid (GIG) Key Interface Profiles (KIPs) in Node
directory services proxies.
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e (G1641: Comply with the Service Discovery Global Information Grid (GIG) Key Interface Profiles (KIPs) in Node-
implemented Service Discovery (SD).

» (G1642: Comply with the Service Discovery (SD) Global Information Grid (GIG) Key Interface Profiles (KIPs) in
Node Service Discovery proxies.

* G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

* G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

Best Practices

» BP1007: Develop software using open standard Application Programming Interfaces (APIs).
e BP1021: Create fully encapsulated classes.

» BP1863: Make shareable data assets visible, even if they are not accessible.
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P1268: Design Tenet: Open Architecture

Design mission application software to be separable from the supporting node and to access the node through public
interfaces based on standards governed by a recognized standards organization (e.g., IEEE, W3C, OASIS).

Component Based

» Architect mission application software in the node as components integrated within a node. Provide run-time and
resource management services (e.g., component management, security, virtual machines, memory management,
object management, resource pooling).

* Include component frameworks in the node based on commercially available solutions without proprietary extensions.
Wrap any extensions, if used, via the appropriate design pattern.

» Architect and manage mission application software that spans multiple nodes in a manner that aligns with all of the
supporting nodes.

Note: Examples include Java Platform, Enterprise Edition (Java EE), Common Object Request Broker
Architecture (CORBA), .NET Framework, and Data Distribution System (DDS).

Public Interfaces

» Provide the mechanism on the node for components to expose public interfaces. The interface must be separate from
the implementation. Base the public interface mechanism on the node component framework. These public interfaces
must be visible to other components in the node.

Layered Software Architecture

» Layer application software using an N-tier architecture. At a minimum, use discrete client, presentation, middle, and
data tiers.

e Client Tier -The client tier supports a wide range of device types such as desktop computers, laptops, mobile,
wireless, and personal digital assistant (PDA). It supports direct interaction with the user.

< Presentation Tier - The presentation tier provides content to a range of client device types supported by the
node (e.g., Hypertext, eXtensible or Wireless Markup Language [HTML, XML, WML]). Implement presentation
components with the mechanisms in the node's component framework.

< Middle Tier - The middle tier supports the construction of componentized business logic and public interfaces
(e.g., interface classes). Base business components on programming mechanisms provided by the component
framework chosen by the node (e.g., Enterprise Java Beans, CORBA services, COM components). Specific
business logic elements, such as data validation, may reside in other tiers.

- Data Tier - Base access to the data tier within nodes on industry open-standard mechanisms such a SQL or
JDBC/ODBC. Use services to access data across nodes.

Wrapping Legacy Systems
* Wrap legacy application software with an interface that is accessible from the node; for example, use Java Connector

Architecture on a Java EE platform. See (e.g., Pattern: Wrapping Legacy Code into a Service [P1219]) for additional
information on wrapping legacy systems.

Guidance
* (G1001: Use formal standards to define public interfaces.
» (G1002: Separate public interfaces from implementation.
» (1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.
* (G1004: Make public interfaces backward-compatible within the constraints of a published deprecation policy.

e (1008: Isolate the Web service portlet from web hosting infrastructure dependencies by using the Web Services
for Remote Portlets (WSRP) Specification protocol.

e (G1010: Use open standard logging frameworks.
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G1011:
Glo12:
G1014:
Glo1is:
G1l019:
G1022:
G1027:
G1030:
G1032:
G1043:
G1044:
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Make components independently deployable.
Use a set of services to expose Component functionality.
Access databases through open standard interfaces.
Assign version identifiers to all public interfaces.
Deprecate public interfaces in accordance with a published deprecation policy.
Insulate public interfaces from compile-time dependencies.
Internally document all source code developed with Department of Defense (DoD) funding.
Use a user interface component library.
Validate all input fields.
Separate formatting from data through the use of style sheets instead of hard coded HTML attributes.
Comply with Federal accessibility standards contained in Section 508 of the Rehabilitation Act of 1973 (as

amended) when developing software user interfaces.

G1045:
G1050:
G1052:
G1053:
G1056:
G1058:
G1060:
G1071:
G1073:
G1078:
G1079:
G1080:

Separate XML data presentation metadata from data values.

In ASP, isolate the presentation tier from the middle tier using COM objects.

Use the code-behind feature in ASP.NET to separate presentation code from the business logic.
Do not embed HTML code in any code-behind code used by aspx pages.

Specify a versioning policy for .NET assemblies.

Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.
Encapsulate Java code in tag libraries when using the code in JavaServer Pages (JSPs).

Use vendor-neutral interface connections to the enterprise (e.g., LDAP, JNDI, JMS, databases).
Isolate vendor extensions to enterprise service interfaces.

Document the use of non-Java EE-defined deployment descriptors.

Use deployment descriptors to isolate configuration data for Java EE applications.

Adhere to the Web Services Interoperability Organization (WS-I) Basic Profile specification for Web

service environments.

G1082:

Use the document-literal style for all data transferred using SOAP where the document uses the World

Wide Web Consortium (W3C) Document Object Model (DOM).

G1083:

Do not pass Web Services-Interoperability Organization (WS-I) Document Object Model (DOM)

documents as strings.

G1085:

Establish a registered namespace in the XML Gallery in the DoD Metadata Registry for all DoD

Programs.

G1087:
G1088:
G1090:
G1093:
G1095:
Gl1i1s:
G1119:
G1l121:
G1123:
G1125:
G1127:
G1131:

Validate all Web Services Definition Language (WSDL) files that describe Web services.

Use isolation design patterns to define system functionality that manipulates Web services.

Do not hard-code a Web service's endpoint.

Implement exception handlers for SOAP-based Web services.

Use W3C fault codes for all SOAP faults.

Localize CORBA vendor-specific source code into separate modules.

Isolate user-modifiable configuration parameters from the CORBA application source code.

Do not modify CORBA Interface Definition Language (IDL) compiler auto-generated stubs and skeletons.
Use the Fat Operation Technique in IDL operator invocation.

Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
Use a UDDI specification that supports publishing discovery services.

Use standards-based Universal Description, Discovery, and Integration (UDDI) application

programming interfaces (APIs) for all UDDI inquiries.
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G1132: Implement the data tier using commercial off-the-shelf (COTS) relational database management
system (RDBMS) products that implement a Structured Query Language (SQL).

G1141: Base data models on existing data models developed by Communities of Interest (COI).

G1144: Develop two-level database models: one level captures the conceptual or logical aspects, and the other
level captures the physical aspects.

G1153: Separate application, presentation, and data tiers.

G1190: Use a build tool.

G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).
G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.

G1204: Create configuration services to provide distributed user control of the appropriate configuration
parameters.

G1205: Use non-source code persistence to store all user-modifiable CORBA service configuration parameters.
G1208: Add new functionality rather than redefining existing interfaces in a manner that brings incompatibility.
G1209: For Java, use JDK logging facilities.

G1210: For .NET, use Debug and Trace from the Syst em Di agnosti cs namespace.

G1213: Provide an architecture design document.

G1214: Provide a document with a plan for deprecating obsolete interfaces.

G1215: Provide a coding standards document.

G1216: Provide a software release plan document.

G1217: Develop and use externally configurable components.

G1218: Use a build tool that supports operation in an automated mode.

G1219: Use a build tool that checks out files from configuration control.

G1220: Use a build tool that compiles source code and dependencies that have been modified.

G1221: Use a build tool that creates libraries or archives after all required compilations are completed.
G1222: Use a build tool that creates executables.

G1223: Use a build tool that is capable of running unit tests.

G1224: Use a build tool that cleans out intermediate files that can be regenerated.

G1225: Use a build tool that is independent of the Integrated Development Environment.

G1237: Do not hard-code the configuration data of a Web service vendor.

G1239: Use design patterns (e.g., facade, proxy, or adapter) or property files to isolate vendor-specifics of
vendor-dependent connections to the enterprise.

G1245: Isolate the Web service portlet from platform dependencies using the Web Services for Remote Portlets
(WSRP) Specification protocol.

G1267: Use HTML data entry fields on Web pages.

G1271: Provide instructions and HTML examples for all style sheets.

G1276: Do not modify the contents of the Web browser's status bar.

G1278: Use the browser default setting for links.

G1284: Use only one font for HTML body text.

G1285: Use relative font sizes.

G1573: Define the enterprise design patterns that a Node supports.

G1574: Define which enterprise design patterns a Component requires.

G1581: Expose legacy functionality through the use of a service.

G1626: Identify which Core Enterprise Services (CES) capabilities the Node Components require.

G1627: Identify the priority of each Core Enterprise Services (CES) capability the Node components require.
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G1629: Identify which Net-Centric Enterprise Services (NCES) capabilities the Node requires during deployment.

G1630: Comply with the applicable Global Information Grid (GIG) Key Interface Profiles (KIPs) for implemented
Core Enterprise Services (CES) in the Node.

G1631: Expose Core Enterprise Services (CES) that comply with the applicable Global Information Grid (GIG)
Key Interface Profiles (KIPs) in all Node services proxies.

G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

G1724: Develop XML documents to be well formed.

G1725: Develop XML documents to be valid XML.

G1726: Define XML Schemas using XML Schema Definition (XSD).
G1727: Provide names for XML type definitions.

G1728: Define types for all XML elements.

G1729: Annotate XML type definitions.

G1737: Define a target namespace in schemas.

G1738: Define a qualified namespace for the target namespace.
G1746: Develop XSLT style sheets that are XSLT version agnostic.
G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.
G1754: Give each new XML schema version a unique URL.

G1770: Explicitly define Data Distribution Service (DDS) Domains.

Best Practices

BP1007: Develop software using open standard Application Programming Interfaces (APIs).
BP1021: Create fully encapsulated classes.
BP1863: Make shareable data assets visible, even if they are not accessible.

BP1864: Layer architectures to support clear boundaries between data management, presentation, and business
logic functionality.
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P1270: Design Tenet: Scalability

Design services and components to use resource management mechanisms that the hosting Node provides to enable
scalability under load. For example, use buffer and connection pools, tuned to the expected user load, to enable
concurrent user sessions with acceptable performance.

» Scalability is the extent to which the organization, program, project, or initiative can grow to accommodate additional
users. Scalable components are either co-located or globally distributed. Scalability of computing infrastructure (CI)
components and Cl-related doctrine, organization, training, materiel, leadership and education, personnel, and
facilities (DOTMLPF) allows for rapidly implemented increases in capacity and capability to support program, project,
and initiative growth or dynamically changing requirements.

To the greatest extent possible given bandwidth and technical environment considerations, make services accessible

in an open-systems, interface-driven, distributed computing environment with reusable components available to the
enterprise. Acceptable Web-based methods are represented by Internet standards and protocols registered in the
Defense IT Standards Registry (DISR) and managed by the DoD IT Standards Committee (ITSC). To the greatest
extent possible, the service design should include considerations for potential edge users with limited bandwidth access
and limited display or storage capacity. As enterprise services emerge, the infrastructure should establish new parameters
related to maintainability, scalability, performance, orchestration, accreditation, and availability.

Considerations

Design Factors
» System architects, program managers, and designers for a program, project or initiative should consider a
vision that includes growth projections for the program's foreseeable future.

Assessing Scalability Requirements

e Assess and evaluate requirements and capabilities of services to understand scalability hot spots better.

» Properly estimate usage patterns.

* Manage user authentication/authorization.

* Manage session state where applicable.

e Scale user or internal facing Web sites.

* Scale data resources.

* Scale CPU load.

Stateless Service

* Each message that a consumer sends to a provider must contain all necessary information for the provider to

process it. This constraint makes a service provider more scalable because the provider does not have to store
state information between requests.

Stateful Service

« Stateful service is difficult to avoid in a number of situations. For example, establishing a session between
a consumer and a provider for efficiency reasons such as sending a security certificate with each request.
The process creates a load for both consumer and provider. It is much quicker to replace the certificate with
a token shared just between the consumer and provider. Stateful services require both the consumer and the
provider to share the same consumer-specific context, which is either included in or referenced by messages
exchanged between the provider and the consumer. The problem with this constraint is that it potentially
reduces the overall scalability of the service. The service provide must remember context for each consumer.
Coupling between a service provider and a consumer is increased. Switching service providers is more difficult.

Guidance

* (G1012: Use a set of services to expose Component functionality.

» (1082: Use the document-literal style for all data transferred using SOAP where the document uses the World
Wide Web Consortium (W3C) Document Object Model (DOM).
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e (1088: Use isolation design patterns to define system functionality that manipulates Web services.
e (G1123: Use the Fat Operation Technique in IDL operator invocation.
» (G1153: Separate application, presentation, and data tiers.
* (G1283: Use linked style sheets rather than embedded styles.
* (G1352: Use database clustering and redundant array of independent disks (RAID) for high availability of data.

» G1572: Include the Node as a party to any Service Level Agreements (SLAS) signed by any of the components
of the Node.

Best Practices

» BP1864: Layer architectures to support clear boundaries between data management, presentation, and business
logic functionality.
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P1271: Design Tenet: Availability

As the net-centric environment evolves, an ever increasing number of information services will become available to DoD
users. At the same time, infrastructure support for these services will also transform to net-centric standards, leveraging
shared processing and storage on the GIG and dynamic allocation. It will be critical in this environment to maintain
acceptable and measurable levels of support for all enterprise capabilities. When users seek, find and use an Enterprise
Service, they will have certain expectations regarding its pedigree, reliability and availability. These attributes should be
consistent across all Enterprise Services.

Design services and components to meet the availability requirements of the node. The implementation should use the
maintenance strategies and management mechanisms provided by the Node's infrastructure.

Considerations

* While an Enterprise Service may be provided from anywhere in the Global Information Grid (GIG), user
expectations demand that they be hosted in environments that meet minimum GIG computing node standards
in terms of availability, support and backup.

Guidance

* (G1352: Use database clustering and redundant array of independent disks (RAID) for high availability of data.

» G1572: Include the Node as a party to any Service Level Agreements (SLAS) signed by any of the components
of the Node.

Best Practices

« BP1868: Incorporate mechanisms to enhance Computing Infrastructure (Cl) availability.
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P1275: Design Tenet: Accommodate Heterogeneity

The Global Information Grid (GIG) is a heterogeneous environment. No one product will meet the needs of potentially
vastly different operational environments. Services and Service-Oriented Architecture (SOA) related infrastructure will
need to interoperate across these diverse environments.

Service Structure

« Design systems to be able to deploy services separately from the supporting node. The services should access the
node through public interfaces.

Service Configuration

» Design systems to be able to configure services on each node on which they are deployed. Use external configuration

file mechanisms (e.g., deployment descriptors for Java EE applications) to specify the configuration. Do not use hard-
coded configuration parameters that require a binary tool to update or that require a recompile and relink.

Node Structure

« Nodes provide the infrastructure and rules for assembling, configuring, deploying, securing, operating, and managing
mission applications and services. For more information, see NESI Part 4: Node Guidance [P1130].

* Nodes are responsible for provisioning their diverse mission application and services. They must configure and
operate them in accordance with enterprise management policy.

Guidance

* (1001: Use formal standards to define public interfaces.

* (G1002: Separate public interfaces from implementation.

e (G1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.

» (G1004: Make public interfaces backward-compatible within the constraints of a published deprecation policy.

» (1008: Isolate the Web service portlet from web hosting infrastructure dependencies by using the Web Services
for Remote Portlets (WSRP) Specification protocol.

* (G1010: Use open standard logging frameworks.

* (G1011: Make components independently deployable.

* (1012: Use a set of services to expose Component functionality.

e (G1014: Access databases through open standard interfaces.

e (1018: Assign version identifiers to all public interfaces.

* (G1019: Deprecate public interfaces in accordance with a published deprecation policy.

* (G1022: Insulate public interfaces from compile-time dependencies.

* (G1030: Use a user interface component library.

* (1032: Validate all input fields.

» (G1043: Separate formatting from data through the use of style sheets instead of hard coded HTML attributes.

e (G1044: Comply with Federal accessibility standards contained in Section 508 of the Rehabilitation Act of 1973 (as
amended) when developing software user interfaces.

* (G1045: Separate XML data presentation metadata from data values.

» (1058: Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.

» (G1071: Use vendor-neutral interface connections to the enterprise (e.g., LDAP, JNDI, JMS, databases).
« (G1073: Isolate vendor extensions to enterprise service interfaces.

e (1080: Adhere to the Web Services Interoperability Organization (WS-1) Basic Profile specification for Web
service environments.
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e (1082: Use the document-literal style for all data transferred using SOAP where the document uses the World
Wide Web Consortium (W3C) Document Object Model (DOM).

e (G1083: Do not pass Web Services-Interoperability Organization (WS-I) Document Object Model (DOM)
documents as strings.

e (G1087: Validate all Web Services Definition Language (WSDL) files that describe Web services.

* (1088: Use isolation design patterns to define system functionality that manipulates Web services.

* (G1090: Do not hard-code a Web service's endpoint.

* (G1093: Implement exception handlers for SOAP-based Web services.

» (G1095: Use W3C fault codes for all SOAP faults.

e (G1125: Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
» (G1127: Use a UDDI specification that supports publishing discovery services.

* (G1131: Use standards-based Universal Description, Discovery, and Integration (UDDI) application
programming interfaces (APIs) for all UDDI inquiries.

* (G1132: Implement the data tier using commercial off-the-shelf (COTS) relational database management
system (RDBMS) products that implement a Structured Query Language (SQL).

* (1141: Base data models on existing data models developed by Communities of Interest (COI).

e (G1153: Separate application, presentation, and data tiers.

e (G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).
» (G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.

* (G1204: Create configuration services to provide distributed user control of the appropriate configuration
parameters.

» (1208: Add new functionality rather than redefining existing interfaces in a manner that brings incompatibility.
* (G1209: For Java, use JDK logging facilities.

e (G1210: For .NET, use Debug and Trace from the Syst em Di agnhosti ¢cs namespace.

e G1217: Develop and use externally configurable components.

» G1237: Do not hard-code the configuration data of a Web service vendor.

* (G1239: Use design patterns (e.g., facade, proxy, or adapter) or property files to isolate vendor-specifics of
vendor-dependent connections to the enterprise.

* (G1245: Isolate the Web service portlet from platform dependencies using the Web Services for Remote Portlets
(WSRP) Specification protocol.

* (G1267: Use HTML data entry fields on Web pages.

e G1271: Provide instructions and HTML examples for all style sheets.

» G1276: Do not modify the contents of the Web browser's status bar.

* (G1278: Use the browser default setting for links.

* (G1284: Use only one font for HTML body text.

» (G1285: Use relative font sizes.

* (1292: Use text-based Web site navigation.

e (G1295: Provide redundant text links for images within an HTML page.

» (G1566: Use al t attributes to provide alternate text for non-text items such as images.

e G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

* G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

Best Practices

» BP1007: Develop software using open standard Application Programming Interfaces (APIs).
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e BP1021: Create fully encapsulated classes.

» BP1864: Layer architectures to support clear boundaries between data management, presentation, and business
logic functionality.
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Management

P1276: Design Tenet: Decentralized Operations and Management

Design services to provide a management interface that either the node's management services or the Net-Centric
Enterprise Services (NCES) Enterprise Service Management services can access. Intuitive management interfaces
provide operators with the toolset to be responsive to system operations, system changes, and maintenance needs.
Design management interfaces that new personnel can easily learn with minimum training to mitigate loss of knowledge
and skill sets caused by troop rotation or personnel turnover. Use COTS products with Web-based GUIs that enable
operators or administrators to make configuration changes easily, execute maintenance utilities (e.g., log capture,
backups), check operational performance/status, and facilitate user administration.

Considerations

e Support a decentralized operational concept where other systems, services, or capabilities are providing key
elements of the end-to-end net-centric solution.

< Provide an integrated digital environment to enhance communications and productivity for management and
operations of programs, projects or initiatives.

« Provide remote management capabilities that are employed to manage the distributed computing infrastructure
such as Telnet, Secure Shell, Web-based proprietary, Web-based COTS or customized COTS, or other
technologies.

« Provide security and access control mechanisms to facilitate management across differing security domains in
the DoD, Intelligence Community, other government agencies, and coalition partners.

Guidance
» (G1204: Create configuration services to provide distributed user control of the appropriate configuration
parameters.

» (G1245: Isolate the Web service portlet from platform dependencies using the Web Services for Remote Portlets
(WSRP) Specification protocol.

» (G1347: Secure remote connections to a database.
» (G1606: Manage routers remotely from within the Node.

* (G1623: Implement personal firewall software on computers used for remote connectivity in accordance with the
Desktop Applications, Network, and Enclave Security Technical Implementation Guides (STIGS).
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P1278: Design Tenet: Enterprise Service Management
Considerations

Service Management

Guidance
G1010:

e Service management includes tracking the development, deployment, and operation of services. Manage
services according to Node affiliation using available management services, either NCES Enterprise Service
Management or local services.

« EXxpose a service management interface that the node management services can access.

Provisioning of Enterprise Services

» Design the Node's applications and components to enable access to enterprise services as they become
available from DoD/DISA.

« When required, implement enterprise services locally at the Node based on technical standards provided by
DoD/DISA. When such standards are not specified, choose standards based on best commercial practice.

* Maintain a separable service implementation to enable the replacement of local Node implementations with
NCES services as they become available.

Use open standard logging frameworks.

G1032: Validate all input fields.

G1093:
G1094:
G1095:
G1132:

Implement exception handlers for SOAP-based Web services.
Catch all exceptions for application code exposed as a Web service.
Use W3C fault codes for all SOAP faults.

Implement the data tier using commercial off-the-shelf (COTS) relational database management

system (RDBMS) products that implement a Structured Query Language (SQL).

G1155:
G1209:
Gl210:
Gl276:
G1287:
G1569:
G1639:

Use triggers to enforce referential or data integrity, not to perform complex business logic.

For Java, use JDK logging facilities.

For .NET, use Debug and Trace from the Syst em Di agnhosti ¢cs namespace.

Do not modify the contents of the Web browser's status bar.

Provide feedback when a transaction will require the user to wait.

Maintain a comprehensive list of all of the Components that are part of the Node.

Describe Components exposed by the Node as specified by the Service Definition Framework

Best Practices

BP1868: Incorporate mechanisms to enhance Computing Infrastructure (CI) availability.
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P1240: Information Assurance/Security

Information assurance (lIA) refers to measures that protect and defend information and information systems. The goal of
IA is to ensure confidentiality, integrity, availability, and accountability by providing capabilities to detect, monitor, react to,
and protect against attacks.

Many of the existing solutions to 1A problems (and many of the requirements in existing 1A regulations) assume that
both clients and servers are located on the same physical or logical network. They rely heavily on perimeter or boundary
protection. Service-oriented architecture (SOA) interoperability and loose coupling requirements make those security
models inadequate.

In SOA, the boundaries are not clearly defined. Services may be exposed to external clients and not bound to a physical
location. The client and service providers may be governed by different security policies.

Base a net-centric IA strategy on a service-level view of security rather than on perimeter security. Developing new
security models is necessary to determine how to establish the necessary trust relationships between service requestors
and service providers and to select the most adequate and appropriate authentication and authorization mechanisms. To
implement a net-centric IA strategy, programs should provide the following:

» Integrated identity management, permissions management, and digital rights management

* Adequate confidentiality, availability, and integrity

Detailed Perspectives

Design Tenet: Net-Centric IA Posture and Continuity of Operations [P1242]
Design Tenet: Identity Management, Authentication, and Privileges [P1243]
Design Tenet: Mediate Security Assertions [P1245]

Design Tenet: Cross-Security-Domains Exchange [P1246]

Design Tenet: Encryption and HAIPE [P1247]

Design Tenet: Employment of Wireless Technologies [P1248]

Other Design Tenets [P1251]
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Posture and Continuity of Operations

P1242: Design Tenet: Net-Centric IA Posture and Continuity of
Operations

This tenet refers to the assignment of Mission Assurance Category (MAC) and Confidentiality Level to a given application,
node, or system. The MAC reflects the importance of information relative to the achievement of DoD goals and objectives,
particularly the warfighter's combat mission. Mission Assurance Categories primarily determine the requirements for
availability and integrity.

There are three defined mission assurance categories:

* MAC I for systems with vital operational needs
 MAC Il for systems that are important to deployed or contingency forces
» MAC Il for systems supporting day-to-day businesses that do not materially affect support to deployed forces

The complete definitions for those categories are included in DoD Directive 8500.1.[R1197] The security requirement for
each combination of mission assurance category and its confidentiality level are in DoD Instruction 8500.2.[R1198]

Considerations

« When assigning a MAC in a net-centric environment, consider not just the intrinsic properties of the node or
service, but also its impact on other Information Operations that may call upon it.

* When developing a node or service, account for its potential use by other missions and adjust the
MAC appropriately. Incorporate adequate protection and integrity requirements into the design that are
commensurate with those potential uses.

« Typically, not all of the potential uses of a node or service are known up front. Therefore, developers must
make assumptions about how critical missions may use the node or service when they determine requirements.
It may be necessary to modify the MAC to accommodate future, critical missions.

Guidance

e (1585: Provide a transport infrastructure for the Node that implements Global Information Grid (GIG) Information
Assurance (IA) boundary protections.

e (G1632: Certify and accredit Nodes with all applicable DoD Information Assurance (IA) processes.
* (G1633: Host only DoD Information Assurance (IA) certified and accredited Components.
* (G1634: Certify and accredit Components with all applicable DoD Information Assurance (IA) processes.

Best Practices

» BP1672: Be prepared to integrate fully with the Information Assurance (IA) infrastructure.

e BP1701: Configure Components for Information Assurance (IA) in accordance with the Network Security
Technical Implementation Guide (STIG).
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Exposure Verification
Tracking Sheets > Service Exposure Verification Tracking Sheet > Service Accessibility - Policy > Design Tenet: Identity
Management, Authentication, and Privileges

P1243: Design Tenet: Identity Management, Authentication, and
Privileges

Authentication mechanisms are based on credentials presented by the requestor. Those credentials may be something
the user knows (e.g., passwords), something the user is (e.g., biometrics), something the user has (e.g., smart card), or
any combination of these factors.

Each approach is associated with the strength of an authentication. The weakest methods are password-based and the
strongest are combinations of biometrics and smart cards.

There are also differing strengths within each method. For instance, systems that require complex passwords are stronger
than those that accept simple ones and systems using retina or fingerprint readers are stronger than those that use finger
length.

Components that are separate from the implementation of mission- or business-specific functionality often provide
identity management and authorization.

Identity management is a discipline which encompasses all of the tasks required to create, manage, and delete identities
in a computing environment. Some identity management systems available on the market today offer tools to allow one
with administrative privileges to assign privileges or authorizations to a particular resource.

Considerations

User Authentication

Authentication normally occurs at the "edge" of an application or node, or at the very first network access. Systems
should strive to accept strong authentication methods as early as possible. If possible, migrate authentication tasks
to an authentication server and make systems rely on tokens or assertions from the server for authentication. For
closed community configurations, these schemes may involve the use of a Kerberos-type single sign-on device.

Identity Management

Use authentication assertions to propagate identities in a secure and trusted way throughout the enterprise. Those
assertions should indicate not only the identity and attributes of the requestor, but the strength of the mechanism
used to ascertain its identity.

Generate a Trust Model to specify the proper trust relationships and the path for authentication assertions.
Multi-Tier Authentication

While considering the specific method used and its relative strength, remember that in a Service-Oriented
Architecture (SOA) service providers may require stronger authentication than that invoked by the service
requestor. These cases may require a multi-tier authentication; i.e., re-authenticating the original requester with the
provider by transferring appropriate credentials.

To avoid future multi-tier authentication problems, use strong authentication methods such as PKI certificates
whenever possible.

Validation of Authentication Information

A service provider may receive requests that include the original authentication information from the requestor.
DoD uses Public Key Infrastructure (PKI) certificates for authentication information. A very effective way for the
provider to ascertain the validity of the authentication information is to confirm it through a PKI mechanism.

A service provider, when receiving requestor identification information through a security assertion, must
authenticate that an entity that the provider trusts has validated the assertion. PKI signatures provide a means to
accomplish this. The sighatures must encompass and link both the assertion and the actual request. The service
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provider must determine, if using PKI, the complete scheme of how to verify the certificates, the timeliness of the
requests, and the current validity of the credential (i.e., verification that the certificates are revoked).

Systems should migrate to PKI authentication as it become available, and start using it as a baseline to provide
enterprise authentication services.

Authorization Techniques

Access authorizations are determined by the requester's attributes and by the nature and contents of the request.
Make authorization decisions at the access boundary, therefore isolating applications from changes in policy and
authorization technology.

Use node-managed security (sometimes referred to as declarative security, programmatic security, or container-
managed security), unless application requirements require programmatic authorizations, where individual actions
within the service are authorized based on the nature or parameters of the request.

Role-Based Authorizations

Roles are one way to establish authorized access control. In the Role-Based Access Control (RBAC)
environment, role privileges are the basis for access decisions. In RBAC, a trusted entity administers users

and their roles in association with the user identity. Roles are typically defined within a system boundary, and
occasionally within or between enclaves. Assigning an individual to a role requires that the user be pre-provisioned
into the role. Users should never supply a mapping of users to roles directly, but users may select one of multiple
roles assigned to them when seeking access to system functionality.

Use the eXtensible Access Control Markup Language (XACML) to retrieve access control information. XACML
supports the exchange of access control information using XML. This allows adherence to the principle of least
privilege (see the following perspective for additional information on this principle: Apply Principle of Least Privilege
[P1317].

Attribute-Based Authorizations

Attribute-Based Access Control (ABAC) is a policy-based, access control solution that uses attributes to enable
access. In the ABAC environment, a set of user attributes is the basis for access decisions. These attributes could
include, for example, mission function, area of interest, rank, role, citizenship, organization, level of clearance, level
of training, and specific assignment location.

When an application retrieves access control information from an external policy decision point (PDP) or retrieves
policies for its own resources, it should do so with XACML which supports exchange of access control information
using XML. In general, authorization policies should be distinct from application functionality but co-located and co-
managed with those applications.

ABAC Advantages

The advantage of ABAC is to enable information sharing to adapt to dynamic changes in the operational
environment. For example, one advantage of ABAC is that is can support an authorized but "unanticipated

user." Using ABAC concepts, a system administrator can grant access to data through policy based rules using
attributes. In this way, information becomes available to unregistered or "unanticipated users." External users with
the right attributes have immediate access to relevant information. An external user can discover and gain access
to previously "unknown data."

ABAC characteristics in an enterprise can include the following:

* Immediate response to policy change. Applying security policy, through the use of attributes, to resources can
reduce the costs and complexities of securely managing individual privileges

« Improved situational awareness. Sharing information on demand when the information is most valuable. ABAC
allows for information access rules to be updated due to changes in threat

ABAC and RBAC Relationships
Since ABAC can use a "Role" as an attribute, RBAC can be accomplished using ABAC. It is possible to associate

attributes with subjects (such as human users), resources (such as information technology assets), and the
environment (such as a threat level, or deployed conditions). User attributes are generally characteristics shared
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by large segments of an enterprise's user base, so controlling access via attributes is more flexible and scalable
than controlling access by individual user identity.

The scope of the number of systems accessible with a role is only as large as the size of the community within
which one can obtain agreement on the definition of roles. Efforts to define standard role definitions across the
Services or across Theaters have not resulted in standard, accepted role definitions. Roles can be better defined
within Communities of Interest (COIl). Individual COls can define roles, and the acceptable values to populate
roles. For access that must be tightly restricted to those in a particular role, COls should define and register role
definitions and allowable values, and then provision and publish attribute stores that contain role attributes.

ABAC Activities

The DoD and the Intelligence Community (IC) have joined efforts to develop joint solutions for Authorization and
Attribute Services. The DoD and the IC created a joint Authorization and Attribute Services Tiger Team (AATT) in
December 2007. The AATT Charter (25 February 2008) provides background information regarding the need to
create the AATT. The purpose of the AATT is to identify common interfaces and service specifications that can be
used to implement and deploy common authorization and attribute capabilities across the DoD and IC.

These attributes defined by the DoD and IC are stored in the DISA Joint Enterprise Directory Services (JEDS),
accessible via Defense Knowledge Online (user registration and PKI certificate required for access).

« Documents and information regarding the AATT are available on DKO at https://www.us.army.mil/suite/
page/504666 and on Intellipedia at https://www.intelink.gov/wiki/Authorization_and_Attribute Tiger Team

* Information regarding JEDS is available at https://www.us.army.mil/suite/collaboration/folder V.do?
foid=9041194&load=true

Guidance

G1300: Secure all endpoints.
G1302: Validate all inputs.
G1306: Authenticate the identity of application users.

G1308: Configure Public Key Enabled applications to use a Federal Information Processing Standard (FIPS)
140-2 certified cryptographic module.

G1309: Make applications handling high value unclassified information in Minimally Protected environments Public
Key Enabled to interoperate with DoD High Assurance .

G1310: Protect application cryptographic objects and functions from tampering.

G1311: Use Hypertext Transfer Protocol over Secure Sockets Layer (HTTPS) when applications communicate
with DoD Public Key Infrastructure (PKI) components.

G1312: Make applications capable of being configured for use with DoD PKI.

G1313: Provide documentation for application configuration for use with DoD PKI.

G1314: Provide applications the ability to import Public Key Infrastructure (PKI) software certificates.
G1316: Ensure that applications protect private keys.

G1317: Ensure applications store Certificates for subscribers (the owner of the Public Key contained in the
Certificate) when used in the context of signed and/or encrypted email.

G1318: Develop applications such that they provide the capability to manage and store trust points (Certificate
Authority Public Key Certificates).

G1319: Ensure applications can recover data encrypted with legacy keys provided by the DoD PKI Key Recovery
Manager (KRM).

G1320: Use a minimum of 128 bits for symmetric keys.

G1321: Enable applications to be capable of performing Public Key operations necessary to verify signatures on
DoD PKI signed objects.

G1322: Ensure that applications that interact with the DoD PKI using SSL (i.e., HTTPS) are capable of performing
cryptologic operations using the Triple Data Encryption Algorithm (TDEA).
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G1323: Generate random symmetric encryption keys when using symmetric encryption.
G1324: Protect symmetric keys for the life of their use.
G1325: Encrypt symmetric keys when not in use.

G1326: Ensure applications are capable of producing Secure Hash Algorithm (SHA) digests of messages to
support verification of DoD PKI signed objects.

G1327: Enable an application to obtain new Certificates for subscribers.
G1328: Enable an application to retrieve Certificates for use, including relying party operations.

G1330: Ensure applications are capable of checking the status of Certificates using a Certificate Revocation List
(CRL) if not able to use the Online Certificate Status Protocol (OCSP).

G1331: Ensure applications are able to check the status of a Certificate using the Online Certificate Status
Protocol (OCSP).

G1333: Only use a Certificate during the Certificate's validity range, as bounded by the Certificate's "Validity - Not
Before" and "Validity - Not After" date fields.

G1335: Make applications capable of being configured to operate only with PKI Certificate Authorities specifically
approved by the application's owner/managing entity.

G1338: Ensure that Public Key Enabled applications support multiple organizational units.
G1341: Use a security manager support to restrict application access to privileged resources.
G1342: Restrict direct access to class internal variables to functions or methods of the class itself.
G1344: Encrypt sensitive data stored in configuration or resource files.

G1346: Audit database access.

G1347: Secure remote connections to a database.

G1349: Validate all input that will be part of any dynamically generated SQL.

G1350: Implement a strong password policy for RDBMS.

G1351: Enhance database security by using multiple user accounts with constraints.

G1357: Do not rely solely on transport level security like SSL or TLS.

G1362: Validate XML messages against a schema.

G1363: Do not use clear text passwords.

G1364: Hash all passwords using the combination of a timestamp, a nonce and the password for each message
transmission.

G1365: Specify an expiration value for all security tokens.

G1366: Digitally sign all messages where non-repudiation is required.

G1367: Digitally sign message fragments that are required not to change during transport.
G1369: Digitally sign all requests made to a security token service.

G1371: Use the National Institure of Standards and Technology (NIST) Digital Signature Standard
promulgated in the Federal Information Processing Standards Publication 186 (FIPS Pub 186-3 as of June 2009)
for creating Digital Signatures.

G1372: Use an X.509 Certificate to pass a Public Key.

G1373: Encrypt messages that cross an IA boundary.

G1374: Individually encrypt sensitive message fragments intended for different intermediaries.
G1377: Use LDAP 3.0 or later to perform all connections to LDAP repositories.

G1378: Encrypt communication with LDAP repositories.

G1380: Use the XACML 2.0 standard for SAML-based rule engines.

G1619: Configure clients with a Common Access Card (CAC) reader.

G1652: Use DoD PKI X.509 certificates for servers.

G1797: Use a minimum of 1024 bits for asymmetric keys.
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« (G1942: Provide applications the ability to export Public Key Infrastructure (PKI) software certificates.

Best Practices

» BP1375: Use asymmetric encryption for sensitive SOAP-based Web services.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Design Tenet: Mediate Security
Assertions

P1245: Design Tenet: Mediate Security Assertions

Use security assertions or security tokens to convey user authentication and access authorization to a service provider.
Security assertions and tokens are statements that an entity the service provider trusts has generated and validated.

Considerations
Security Assertions

e Use an XML-based standard such as the Security Assertion Markup Language (SAML) to transfer
assertions.

« For close community configurations, start with Kerberos security tokens. Establish implicit trust relationships
between entities to circumvent formal validations through the use of trusted channels (e.g., SSL transfers).

« Transfer security tokens or security assertions using the general purpose mechanism provided for associating
security tokens or assertions with SOAP message contents as specified in the WS-Security Standard. Kerberos
and other tokens shall use the Binary Security Token provision. Use SAML assertions in the context of WS-
Security as specified in the upcoming WS-Security SAML Token Profile. [R1246]

Chained Requests
* When requests need to be chained (i.e., forwarded to third parties), the security assertions must cover

the origin and destination, all intermediate assertions, and the required chain of trust. Earlier request
implementations may separate a chained request into separate transactions.

Guidance

* (G1322: Ensure that applications that interact with the DoD PKI using SSL (i.e., HTTPS) are capable of performing
cryptologic operations using the Triple Data Encryption Algorithm (TDEA).

* G1357: Do not rely solely on transport level security like SSL or TLS.

» (G1359: Bind SOAP Web service security policy assertions to the service by expressing them in the
associated WSDL file.

e G1379: Use SAML version 2.0 for representing security assertions.
» (G1380: Use the XACML 2.0 standard for SAML-based rule engines.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Design Tenet: Cross-Security-
Domains Exchange

P1246: Design Tenet: Cross-Security-Domains Exchange

Exchange information across security boundaries using air-gap interfaces, electronically enforced one-way interfaces,
content-based encryption, content-sensitive security guards, multilevel trusted databases, and multilevel systems. The
data exchange may be from low to high or high to low. In an NCW environment, many of the service requests and their
corresponding trust assertions may have to cross security boundaries; that is, they must originate and terminate at entities
with different security classification levels.

Considerations

Cross-Domain Services

< In a net-centric environment, enterprise-wide services are the most efficient way to handle data exchange
transactions and implement cross-domain solutions. Develop special cross-domain services to provide
validated resources capable of transferring information between security domains operating at different security
classifications. To support net-centric warfare effectively, cross-domain solutions must transition from current
models to an agile and flexible, robust and available, trusted yet economical solution set. The most effective
method is to provide those services at the enterprise level, compatible with the Global Information Grid (GIG)
and Net-Centric Enterprise Services (NCES).

» Incorporate the capabilities and procedures of centralized cross-domain solutions as they become available. If
possible, systems should demonstrate an evolution towards these enterprise-wide solutions. Rely on existing
secure guard solutions or one-way solutions until enterprise-wide solutions are available.

Note: See the following perspectives for additional considerations: Trusted Guards [P1150] and Cross-Domain
Interoperation [P1169].

Guidance
e (G1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.
e (G1341: Use a security manager support to restrict application access to privileged resources.
» (G1379: Use SAML version 2.0 for representing security assertions.
* (G1380: Use the XACML 2.0 standard for SAML-based rule engines.

» (1613: Prepare a Node to host new Component services developed by other Nodes or by the enterprise itself.
Best Practices

e BP1614: Plan a contingency response to the Node becoming a new component service within another Node.

» BP1669: Select XML-capable trusted guards.

» BP1691: Use Node implemented Service Discovery (SD) to meet compartmentalization needs.

* BP1698: Plan for the event that Component services within a Node cannot be invoked across security domains.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Design Tenet: Encryption and
HAIPE

P1247: Design Tenet: Encryption and HAIPE

Enterprise services must enable secure transmission of identification and role assertions through the use of trusted
paths. A trusted path is a communications path where there is confidence alteration of data has not occurred during
transport and the data are timely.

Note: The definition of "timely" is not the same for all types of information systems. Services should specify an
appropriate definition based on the type of information system (e.g., event-driven, transaction-based) and the type
of security threat (e.g., replay attack).

» Use Secure Sockets Layer (SSL), Internet Protocol Security (IPSec), or High Assurance Internet Protocol
Encryption (HAIPE) protocols to secure transmission of identification and role assertions in a TCP/IP environment.
Incorporating message-level encryption may provide additional security.

Guidance

* G1320: Use a minimum of 128 bits for symmetric keys.

» (G1321: Enable applications to be capable of performing Public Key operations necessary to verify signatures on
DoD PKI signed objects.

» (G1322: Ensure that applications that interact with the DoD PKI using SSL (i.e., HTTPS) are capable of performing
cryptologic operations using the Triple Data Encryption Algorithm (TDEA).

e (G1323: Generate random symmetric encryption keys when using symmetric encryption.
e G1324: Protect symmetric keys for the life of their use.
* G1325: Encrypt symmetric keys when not in use.

* (G1326: Ensure applications are capable of producing Secure Hash Algorithm (SHA) digests of messages to
support verification of DoD PKI signed objects.

» (G1344: Encrypt sensitive data stored in configuration or resource files.
* G1357: Do not rely solely on transport level security like SSL or TLS.
e (G1363: Do not use clear text passwords.

e (G1364: Hash all passwords using the combination of a timestamp, a nonce and the password for each message
transmission.

» (G1366: Digitally sign all messages where non-repudiation is required.
* (G1367: Digitally sign message fragments that are required not to change during transport.
» (1369: Digitally sign all requests made to a security token service.

* (G1371: Use the National Institure of Standards and Technology (NIST) Digital Signature Standard
promulgated in the Federal Information Processing Standards Publication 186 (FIPS Pub 186-3 as of June 2009)
for creating Digital Signatures.

 G1372: Use an X.509 Certificate to pass a Public Key.

» G1373: Encrypt messages that cross an IA boundary.

* G1374: Individually encrypt sensitive message fragments intended for different intermediaries.

» (G1376: Do not encrypt message fragments that are required for correct SOAP processing.

* (G1378: Encrypt communication with LDAP repositories.

» (1381: Encrypt sensitive persistent data.

e (G1607: Configure routers according to National Security Agency (NSA) Router Security Configuration guidance.

e G1797: Use a minimum of 1024 bits for asymmetric keys.

Best Practices
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e BP1375: Use asymmetric encryption for sensitive SOAP-based Web services.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Design Tenet: Employment of
Wireless Technologies

P1248: Design Tenet: Employment of Wireless Technologies
Considerations

All data transmissions need integrity assurances that the information has not been altered. For transmission of
sensitive or classified information, there should also be assurances that the information has not been exposed
to unauthorized users. In the case of wireless technologies, consider those assurances in the context of lack
of finite boundaries for information protection, and the possibilities of spoofing (i.e., unauthorized insertions of

information). Many standards are being developed for the protection of wireless networks using cryptographic
means.

Systems should encrypt all traffic when using wireless technologies using established standards.

Best Practices

BP1880: Justify, document, and obtain a waiver for all radio terminal acquisitions that are not JTRS/SCA compliant.
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Information Assurance/Security > Other Design Tenets

P1251: Other Design Tenets

Provide boundary or perimeter protection for service-oriented architectures (SOAS) to help prevent penetration

from non-DoD external sources. The main defense security regulations, including DoD Directive 8500.01E [R1197],

DoD Instruction 8500.2 [R1198] and Intelligence Community Directive Number 503 (ICD 503) [R1247], apply to SOA
components. Some of the regulations may not directly apply, or they may require special considerations when applied to
SOAs.

Considerations
Integrity and Confidentiality

< Encrypt requests and responses to achieve the appropriate level of confidentiality protection using protocols
such as the following:

e Secure Sockets Layer (SSL) or Transport Layer Security (TLS) for transport layer security
¢ Internet Protocol Security (IPsec) for network layer

e Secure Multi-purpose Internet Mail Extensions (S/MIME) for email traffic

- Migrate toward message-level encryption using standards such as XML-Encryption and provide message
integrity protection using standards such as XML-Digital Signature.

* Include timestamps within messages to prevent recording and playback of messages. All timestamps must use
Coordinated Universal Time (UTC), also referred to as Greenwich Mean Time (GMT) or Zulu (Z) time.

Firewall Configurations

« Continue using firewalls and proxy servers to protect the physical boundary of clusters of equipment supporting
SOAs. Firewalls must prevent unauthorized penetrations; they require careful programming to reduce the
inherent additional risks of SOAs.

« An example of one such risk would be allowing inbound HTTP/HTTPS access to Web-based applications.
This may allow an ill-intended SOAP message to cause an internal application buffer overflow while looking
completely benign to the firewall. To help prevent such a threat, use XML-capable firewalls as they become
available.

Intrusion Detection Systems

* Use adequate monitoring to determine anomalies or failures that can impair mission performance. Intrusion
detection systems should detect unauthorized access and penetration attempts. Use detection and protection
mechanisms to detect and prevent illicit actions automatically, and complement them with manual reporting of
anomalies or specially detected events. Enable automatic reconfiguration or recovery features only for limited
and well-defined conditions.

Intrusion Reporting

* A service-oriented architecture requires some centralization of automated reports which, when coupled with
correlation and analysis of events detected at multiple nodes, helps establish enterprise security awareness.
The scope of the environment conducting the correlation depends on the availability of software agents in
individual nodes and the availability of resources that can establish the correlation of events. The scope may
range from a few systems at a given location to all activities within a theater of operations. An even broader
analysis may occur through manual reporting at an enterprise-wide level.

Audit Events Linkage
« Configure and use individual system audit mechanisms. For SOAs, complement audits with mechanisms that

correlate events in different nodes and provide network-wide forensics. Time stamping and logging of all inter-
node messages help link events and actions involving multiple nodes. Use UTC for time stamping.

Use of Audits for Attribution
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« Use logging and request auditing to satisfy attribution requirements (i.e., determination of the individual
responsible for the action). This should occur at both the requestor and service provider sites.

GIG Policy Compliance

» Develop systems in accordance with the IA requirements in DoD Instruction 8500.2 [R1198] for the appropriate
Mission Assurance Category and Sensitivity Level. Systems dealing with intelligence sources and methods
must also comply with DCID 6/3.

Certification and Accreditation

« Certify and accredit all systems in accordance with DoD Instruction 8510.01, DoD Information Assurance
Certification and Accreditation Process (DIACAP). [R1291] In addition, Air Force systems should comply
with the certification and accreditation section in Air Force Instruction 33-200, Information Assurance (IA)
Management. [R1249]

Guidance

G1301: Practice layered security.

G1302: Validate all inputs.

G1339: Practice defensive programming by checking all method arguments.
G1340: Log all exceptional conditions.

G1346: Audit database access.

G1348: Log database transactions.

G1349: Validate all input that will be part of any dynamically generated SQL.

G1359: Bind SOAP Web service security policy assertions to the service by expressing them in the
associated WSDL file.

G1363: Do not use clear text passwords.

G1364: Hash all passwords using the combination of a timestamp, a nonce and the password for each message
transmission.

G1365: Specify an expiration value for all security tokens.

G1369: Digitally sign all requests made to a security token service.

G1372: Use an X.509 Certificate to pass a Public Key.

G1376: Do not encrypt message fragments that are required for correct SOAP processing.

G1622: Implement commercial off-the-shelf (COTS) software that protects against malicious code on each
operating system in the Node in accordance with the Desktop Application Security Technical Implementation
Guide (STIG).

G1623: Implement personal firewall software on computers used for remote connectivity in accordance with the
Desktop Applications, Network, and Enclave Security Technical Implementation Guides (STIGS).

G1624: Install anti-spyware software on all Windows Desktop computers.

G1632: Certify and accredit Nodes with all applicable DoD Information Assurance (IA) processes.
G1633: Host only DoD Information Assurance (IA) certified and accredited Components.

G1634: Certify and accredit Components with all applicable DoD Information Assurance (IA) processes.

G1662: Follow the guidance provided in the Security Technical Implementation Guide (STIG) for Domain Name
System (DNS) implementations.

G1667: Implement Virtual Private Networks (VPNs) in accordance with the guidance provided in the Network
Security Technical Implementation Guide (STIG).
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Part 2: Traceability > ASD(NII): Net-Centric Guidance > Transport

P1241: Transport

The Transport Infrastructure is a foundation for net-centric transformation in DoD. To realize the vision of the Global
Information Grid (GIG), the Assistant Secretary of Defense for Networks and Information Integration/DoD Chief
Information Officer (ASD(NII)/DoD CIO) has called for a dependable, reliable, and ubiquitous network that eliminates
stovepipes and responds to the dynamics of the operational scenario. To construct the Transport Infrastructure, DoD will
do the following:

* Follow the Internet model

» Create the GIG from smaller component building blocks

« Design with interoperability, flexibility to evolve, and simplicity in mind

» Provide a common, black-core IP network for both unclassified and encrypted classified information

Both users and providers of transport services must conform to established and evolving transport-related standards and
guidelines. The DoD IT Standards Registry (DISR) [R1179] is the primary source for DoD-adopted standards.

Note: See the Node Transport [P1138] perspective for further guidance.

Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:
Design Tenet:

IPv6 [P1255]

Packet Switched Infrastructure [P1260]

Layering and Modularity [P1261]

Transport Goal [P1262]

Network Connectivity [P1263]

Concurrent Transport of Information Flows [P1264]
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P1255: Design Tenet: IPv6

Due to the impending exhaustion of available IPv4 addresses, the adoption of IPv6 throughout the DoD and other Federal
Agencies will pass a major implementation threshold. Most DoD bases and other facilities will be IPv6 capable. Key
components of the technology are already in place for native deployment of IPv6 or dual existence of IPv4 and IPv6.

A 9 June 2003 ASD(NII)/DoD CIO memo, Internet Protocol Version 6 (IPv6), is the first in a series of memos addressing
DoD transition to IPv6 [R1190]. The main points of the directives follow:

e The original goal for IPv6 transition completion was FY08.

» DoD is conducting enterprise-wide deployment of IPv6 in a controlled, integrated and cohesive manner (see the DoD
IPv6 Transition Plan [R1205]).

» The DoD IPv6 Transition Office established within DISA is responsible for coordinating transition efforts, providing
required infrastructure, and insuring that unified solutions are used across DoD. Each Service has a Transition
Office responsible for providing technical guidance and transition governance to programs. This includes developing
transition plans (subject to coordination into a master plan by DISA), dispensing IP addresses originating from DISA,
implementing waiver policy, etc.

* A mandate, to minimize costs of transition, is that all GIG assets being developed, procured or acquired must be IPv6
capable (in addition to maintaining interoperability with IPv4 capabilities). The DoD CIO directives contain an outline
for the "IPv6 capable" requirement, while a detailed specification is still under development.

» The transition to IPv6 should be accomplished through the normal technical refresh cycle whenever possible.

Considerations
Support IPv6 Transition

« Be able to interoperate with interfacing transport service providers who use either IPv6 or IPv4 during the
transition from IPv4. New applications should be IP version agnostic and shall employ an operating system that
supports both IPv4 and IPv6. For existing IPv4 service users, the governing authority (e.g., Component IPv6
Transition Office) should develop and approve IPv6 migration plans.

» Transport service providers interfacing with non-transitioned networks must support both IPv6 and IPv4 during
the transition from IPv4. Mechanisms proposed to allow the two protocols to coexist and inter-operate during
the transition phase from IPv4 to IPv6 include the following:

* Incorporating both IPv4 and IPv6 support in routers and computers; this is called dual stacking. This is a
preferred way to ensure the interoperability between systems during the transition period.

e Transporting IPv6 traffic through IPv4 networks by encapsulating IPv6 packet in IPv4 and vice-versa, this
is called tunneling. During the initial enabling of IPv6 in operational environments in controlled enclaves,
tunneling becomes a useful communication mechanism between the enclaves. Tunneling should be
considered only as a temporary solution.

¢ Placing translation gateways between IPv4 and IPv6 networks or hosts. This is the only mechanism
allowing a native IPv4-only device to communicate with IPv6-only device. The expectation is that these
devices will not be needed until the later stages of transition for dominant IPv6 devices to communicate with
some lingering native IPv4 legacy devices. [R1255]

« In all cases, coordinate IPv6 transport provider planning with the Service IPv6 Transition Office.
Support IPv6 IP security features for data integrity and confidentiality.
« |Pv6 provides improved security features in comparison to IPv4 through IPSec and mandatory support for end-

to-end security. The Service Transition Office should be able to provide guidance on utilizing any of the IPv6
security features in the context of the service enterprise transition plan.

* Implement DoD-adopted IPv6 standards and products. The list of standards directly relevant to DoD and
approved for the use on DoD networks is maintained in the DISR. [R1179]

Guidance
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G1586: Provide a transport infrastructure for the Node that is Internet Protocol Version 6 (IPv6) capable in
accordance with the appropriate governing transition plan.

G1587: Prepare an Internet Protocol Version 6 (IPv6) transition plan for the Node.

G1588: Coordinate an Internet Protocol Version 6 (IPv6) transition plan for a Node with the Components that
comprise the Node.

G1589: Address issues in the appropriate governing Internet Protocol Version 6 (IPv6) transition plan as part of
the IPv6 Transition Plan for a Node.

G1590: Include transition of all the impacted elements of the network as part of the Internet Protocol Version 6
(IPv6) Transition Plan for a Node.

G1591: Prepare IPv6 Working Group products as part of the Internet Protocol Version 6 (IPv6) transition plan for
a Node.

G1592: Include interoperability testing in the plan as part of the Internet Protocol Version 6 (IPv6) transition plan
for a Node.

G1595: Implement Domain Name System (DNS) to manage hostname/address resolution within the Node.

G1599: Simultaneously support Internet Protocol Version 4 (IPv4) and Internet Protocol Version 6 (IPv6) in the
Node's Domain Name System (DNS) service.

G1600: Obtain Internet Protocol Version 6 (IPv6) addresses to use for DoD IP addressable resources from DISA.

Best Practices

BP1663: Design a Domain Name System (DNS) in coordination with the appropriate governing Internet Protocol
Version 6 (IPv6) Transformation Office.

BP1705: Design Domain Name System (DNS) infrastructure in accordance with appropriate governing Internet
Protocol Version 6 (IPv6) Transition Office requirements.

BP1863: Make shareable data assets visible, even if they are not accessible.
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P1260: Design Tenet: Packet Switched Infrastructure

The Global Information Grid (GIG) includes a number of component networks. Each must pass data both internally
among its network members and externally to or from other GIG components. As such, the design of the Internet model
that applies to the development of the GIG transport infrastructure needs to be an IP datagram delivery system consisting
of a packet-switched communications facility in which a number of distinguishable component networks (including any
networks external to this system) are connected together using routers. Technologies such as routing standards and
quality of service (QoS) mechanisms are needed to achieve the end-to-end functionality the GIG requires. Design and
apply these within the framework of packet-switched transport infrastructure.

Considerations

« Implement interface(s) to one and only one network layer protocol (Layer-3 in the OSI Reference Model) for
datagrams. This applies to transport service providers and consumers and to datagrams passed within a
component network and those destined for external networks. The fundamental goal is a single inter-network
protocol.

e GIG component system designers should consider how the component transport infrastructure will accept
externally-generated IP datagrams that are destined for hosts inside their system. This allows their system
to "attach" to the GIG. The designers should also consider how their component infrastructure will deliver
internally generated IP datagrams to hosts outside their system, and how it will serve as a transit network for
externally generated IP datagrams.

Guidance

* G1595: Implement Domain Name System (DNS) to manage hostname/address resolution within the Node.

* (G1596: Use Domain Name System (DNS) Mail eXchange (MX) Record capabilities to configure electronic mail
delivery to the Node.

* (1598: Allow dynamic Domain Name System (DNS) updates to the Node's internal DNS service by local Dynamic
Host Configuration Protocol (DHCP) server(s).

» (G1601: Use configurable routers to provide dynamic Internet Protocol (IP) address management using the
Dynamic Host Configuration Protocol (DHCP).

e (1602: Use configurable routers to provide static Internet Protocol (IP) addresses.

e (G1604: Use configurable routers to provide time synchronization services using Network Time Protocol (NTP).
» (G1605: Use configurable routers to provide multicast addressing.

* (G1606: Manage routers remotely from within the Node.

» (G1607: Configure routers according to National Security Agency (NSA) Router Security Configuration guidance.

» (1608: Obtain reference time from a standard globally synchronized time source.
e (G1609: Arrange for a backup time source.
e (G1610: Configure the Dynamic Host Configuration Protocol (DHCP) services to assign multicast addresses.

» G1611: Implement Internet Protocol (IP) gateways to interoperate with the Global Information Grid (GIG) until IP
is supported natively for Components that are not IP networked.

Best Practices

» BP1864: Layer architectures to support clear boundaries between data management, presentation, and business
logic functionality.

» BP1876: Provide a priority-based differentiated management of quality-of-service for traffic based on class of user,
application, or mission.

e BP1877: Align end-to-end interoperable management of QoS with external networks.
» BP1878: Quantitative measures of QoS requirements should be supportable.
* BP1879: The program, project or initiative should align with the DoD QoS/CoS Working Group Roadmap.
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P1261: Design Tenet: Layering and Modularity

Change is probably the only inviolable characteristic of the commercial Internet model. Moreover, change occurs at
different rates in different elements of the network/protocol stack. Design the Global Information Grid (GIG) transport
infrastructure to accommodate that change. The most effective way to allow differential change in a system is through
modular, layered design.

Although market forces and commercial practice sometimes have deprecated the International Organization for
Standardization (ISO) Open System Interconnection (OSI) Model, it still provides excellent guidelines for implementing a
layered design. These guidelines still apply to the development of the GIG transport infrastructure.

In a layered design, each layer is independent and adds value to the set of services offered by lower layers. The services
provided to and from a layer are well defined; however, the precise approach for providing these services is not specified.
ISO defined a number of principles to consider when developing a layered design and applied those principles to develop
the seven-layer OSI Model.

While a seven-layer approach may not be the solution for the GIG transport infrastructure, GIG component

system designers should consider the principles ISO defined to facilitate interoperability and to reduce technology
interdependencies that add to system complexity. The following considerations include a subset of these principles that
apply to the GIG transport infrastructure.

Considerations
Define Layer Boundaries and Interfaces
< Implement one or more interfaces to the defined transport service delivery point(s) or interface boundaries,
where the services description can minimize the number of interactions across the interface boundary(ies). The
networks should provide the interface boundary definition(s). To the maximum extent possible, functionality
implemented within each OSI layer of the transport service implementation should only interface with the

adjacent lower layer via defined interfaces. The goal is to minimize the cross-layer physical and functional
interdependencies to facilitate GIG transport infrastructure growth and interoperability.

Ensure Functions are Modular and Separable
« Create a layer of easily localized functions. These functions should enable developers to totally redesign the

layer and its protocols to take advantage of new advances in architectural, hardware, or software technology
without changing the services and interfaces with the adjacent layers.

« Identify all instances in the transport infrastructure where a logical or physical coupling or dependency exists
between different layers of the protocol stack. The goal is to minimize the cross-layer physical and functional
interdependencies to facilitate GIG transport infrastructure growth and interoperability.

Minimize Complexity of Layered Implementation

» Keep the number of layers within networks small enough to reduce the complexity of describing, integrating,
and maintaining the layers.

Guidance
» (G1301: Practice layered security.

Best Practices

e BP1790: Stipulate that the Offeror is to describe how the proposed technical solution reuses services or
demonstrates composeability and extensibility by building from existing reusable components and/or services.

e BP1829: Use the Data Distribution Service (DDS) OANNERSHI P Quality of Service (QoS) kind set to EXCLUSI VE
when multiple DataWriters cannot write each unique data-object within a DDS Topic simultaneously.

» BP1876: Provide a priority-based differentiated management of quality-of-service for traffic based on class of user,
application, or mission.
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P1262: Design Tenet: Transport Goal

A design goal of the Global Information Grid (GIG) is network convergence with voice, video, and other multimedia
traffic packetized and transported along with data traffic over a common Internet Protocol (IP) network. Another transport
goal is the convergence of encrypted classified information flows on a common black IP network. This corresponds to the
direction of commercial industry, where telecommunications providers and corporate telephony are migrating to IP.

A primary benefit of convergence is that it eliminates the expensive hardware and complexity of separate, dedicated
networks that support serial-based traffic (e.g., voice and video teleconferencing). Other benefits include greater efficiency
of bandwidth and the ability to introduce new features based on converged services.

Considerations

Support Interfaces with Converged Traffic Networks

« Implement interfaces to, or transition to, a transport infrastructure supporting full convergence of traffic on a
single IP inter-network, using DoD-adopted standards and DISA/JITC-certified (voice) solution sets.

« ldentify and minimize all instances where performance standards cannot be met using a converged transport
infrastructure (e.g., where dedicated, single-traffic-type transport service is required). The goal is to minimize
cross-layer physical and functional interdependencies to facilitate GIG transport infrastructure growth and
interoperability.

« Voice, video, and other multimedia traffic have relatively strict delivery requirements with regard to latency
and jitter. This requires networks to support the QoS features identified in the Design Tenet: Differentiated
Management of Quality-of-Service [P1265].

« The DoD-adopted set of standards appears in the DoD IT Standards Registry (DISR) [R1179]. DISR
specifies standards for Voice over IP (VolP) and video teleconferencing (VTC) based on the International
Telecommunication Union (ITU) standard H.323.

* Voice over IP (VolIP) refers to a set of standards and technologies that allow transmission of voice data over IP
networks. The industry has embraced two different sets of standards:

¢ |TU H.323 is the more mature and complete set of standards, which encapsulates Integrated Services
Digital Network (ISDN) call signaling over an IP-based network.

« A more recent set of standards, developed by the Internet Engineering Task Force (IETF), is based on
the Session Initiation Protocol (SIP). The SIP standard concerns simple call placement and is designed to
be easily expandable.

« Since there are currently two options for VolP, the DoD plans to select a set of mandated standards within the
DISR.

« Video teleconferencing over IP is based on ITU H.323. This is an umbrella standard of ITU recommendations
that address audio, video, signaling, and control for packet-switched networks.

Guidance

e (G1584: Provide a transport infrastructure that is shared among components within the Node.

» (G1585: Provide a transport infrastructure for the Node that implements Global Information Grid (GIG) Information
Assurance (IA) boundary protections.

* (G1586: Provide a transport infrastructure for the Node that is Internet Protocol Version 6 (IPv6) capable in
accordance with the appropriate governing transition plan.

Best Practices

» BP1594: Examine the use of Transmission Control Protocol (TCP) extensions and other transport protocols that
have been designed to mitigate risk for high bandwidth, high latency satellite communications.
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BP1864: Layer architectures to support clear boundaries between data management, presentation, and business
logic functionality.

BP1875: Describe the process and protocols used to provide concurrent traffic from multiple security domains on a
single IP internetwork.

BP1876: Provide a priority-based differentiated management of quality-of-service for traffic based on class of user,
application, or mission.

BP1877: Align end-to-end interoperable management of QoS with external networks.
BP1878: Quantitative measures of QoS requirements should be supportable.

BP1879: The program, project or initiative should align with the DoD QoS/CoS Working Group Roadmap.
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P1263: Design Tenet: Network Connectivity

Provide network connectivity to all end points, such as wide- and local-area networks, and direct connections to mobile
end users. This perspective addresses the Open System Interconnection (OSI) Model Layer-2 or terminal-to-network
interfaces.

Considerations
Manage Scalability and Complexity

< Quantitatively evaluate scalability before formulating a final design. The evaluation should identify any
transport infrastructure design drivers regarding the number of hosts that need to be supported and/or
number of networks that are required to support the technologies chosen for the specific transport service or
infrastructure use.

« One way to reduce complexity is to use a minimal set of standards/protocols in developing the Global
Information Grid (GIG) transport infrastructure. This implies that any selected standard/protocol has the
capacity to serve as large a percentage of the GIG as possible. Component systems of the GIG should select
standards/protocols that can scale to the enterprise. GIG component system designers should evaluate their
transport infrastructure design to identify any instances where different technology/protocols perform the same
function (e.g., internal routing).

Optimize Use of COTS Products
e Use open, commercial-off-the-shelf (COTS) products as much as possible. Government-off-the-shelf (GOTS)

and/or vendor-unique products may lead to interoperability and evolvability issues. Use them only when there is
an overarching, unique, DoD requirement driving that selection.

« Document the justification for the use of any protocols, standards, etc., that are not included in the DoD IT
Standards Registry and/or could not be purchased off-the-shelf from a commercial networking vendor.

Guidance

» (G1330: Ensure applications are capable of checking the status of Certificates using a Certificate Revocation List
(CRL) if not able to use the Online Certificate Status Protocol (OCSP).

» (G1582: In Node Enterprise Service schedules, include version numbers of Enterprise Services interfaces being
implemented.

» (G1601: Use configurable routers to provide dynamic Internet Protocol (IP) address management using the
Dynamic Host Configuration Protocol (DHCP).

e (1602: Use configurable routers to provide static Internet Protocol (IP) addresses.

e (G1604: Use configurable routers to provide time synchronization services using Network Time Protocol (NTP).
» (G1605: Use configurable routers to provide multicast addressing.

* (G1606: Manage routers remotely from within the Node.

» (G1607: Configure routers according to National Security Agency (NSA) Router Security Configuration guidance.

» (1608: Obtain reference time from a standard globally synchronized time source.
e (G1609: Arrange for a backup time source.
e (G1610: Configure the Dynamic Host Configuration Protocol (DHCP) services to assign multicast addresses.

Best Practices

* BP1651: Ensure Node Components have access to Core Enterprise Services.
» BP1830: Use the Data Distribution Service (DDS) Content Profile to tailor subscription message data.

» BP1845: Consider key enterprise-level concerns when planning and executing a migration to net-centricity and
SOA.
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P1264: Design Tenet: Concurrent Transport of Information Flows

This tenet addresses the use of Inline Network Encryptors (INEs) that allow all security domains to be "known" globally
to the Open System Interconnection (OSI) Model Layer-3 encrypted backbone network. This is a fundamental shift
from current link-by-link encryption. Utilizing a Black Core [P1152] network should provide a significantly streamlined
communications infrastructure that also makes more efficient use of the available bandwidth through the invocation of
quality-of-service/class-of-service (QoS/CoS) based IP datagram multiplexing.

High Assurance Internet Protocol Encryptor (HAIPE) devices are among the critical technologies that should enable
the Black Core IP-network vision to become a reality. However, a number of technical challenges must be solved
before the vision can be realized across all functional domains and Communities of Interest (COIs). These include the
following:

e Support for IP-based QoS/CoS

e Support for dynamic unicast IP routing

e Support for dynamic multicast IP routing

» Support for mobility

» Support for simultaneous IPv6 and IPv4 operation

Considerations

Implement INE Standards and Products to Support Traffic Convergence

* Government-off-the-Shelf (GOTS) and/or vendor-unique products may lead to interoperability and evolvability
issues. Use them only when there is an overarching, unique, DoD requirement driving that selection.

« Implement DoD-adopted INE standards and products, when available, to support traffic convergence from
multiple security domains on a single IP inter-network. Currently, DoD is engaged in Internet Engineering
Task Force (IETF) standards working groups and vendor communities to accelerate development of new
standards in the areas of security, tactical communications, QoS, and reliable networking. Some standards
have been adopted for QoS and HAIPE. A product list is in development for infrastructure, hardware, software,
and other categories of IPv6 products.

Document Approach to Information Infrastructure with Black Core

e GOTS and/or vendor-unique products may lead to interoperability and evolvability issues. Use them only when
there is an overarching, unique, DoD requirement driving that selection.

« Document the approach to providing an information infrastructure with a Black Core.

Guidance

» (G1607: Configure routers according to National Security Agency (NSA) Router Security Configuration guidance.

Best Practices

e BP1670: Plan for Black Core implementation in the local Node.

» BP1671: Consider Black Core transition whenever there is a significant Node network design or configuration
decision to make in an effort to avoid costly downstream changes caused by Black Core transition.

» BP1875: Describe the process and protocols used to provide concurrent traffic from multiple security domains on a
single IP internetwork.

* BP1879: The program, project or initiative should align with the DoD QoS/CoS Working Group Roadmap.

» BP1880: Justify, document, and obtain a waiver for all radio terminal acquisitions that are not JTRS/SCA compliant.
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P1265: Design Tenet: Differentiated Management of Quality-of-
Service

Some applications in the Global Information Grid (GIG) require firm service guarantees, while others operate correctly if
they receive services that are differentiated with respect to one or more performance characteristics.

Differentiated Services or DiffServ aggregates flows into coarse classes and then treats the packets in these classes
differentially. Due to this aggregation, and the resulting absence of a need to consider individual flows beyond the edges
of an internet, DiffServ exhibits good scaling properties. However, in the absence of additional mechanisms, DiffServ
provides only preferential, differentiated levels of service and not guarantees.

Considerations

Support Quality of Service (QoS) and Class of Service (CoS)

* Interoperate with interfacing transport service providers who use standardized DoD QoS/CoS in accordance
with the DoD QoS/CoS Roadmap. As the interfacing networks are transitioned to standardized QoS/CoS, plan
to migrate to maintain interoperability.

» Prioritize traffic based on class of user, application, or mission. Lower priority data flows should be preempted
if a higher priority flow is initiated and insufficient resources exist to carry both flows simultaneously. This
capability, referred to as Class of Service (CoS) support, corresponds approximately to the notion of Multi-
Level Priority and Preemption (MLPP). The GIG and its components should support both QoS and CoS in
accordance with the DoD QoS/CoS Roadmap and policies

Guidance

G1771: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe the
behavior of a publisher.

G1801: Explicitly define a Topic Quality of Service (QoS) for each Data Distribution Service (DDS) Topic within
a DDS Domain.

G1803: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe real-
time messaging criteria for Publishers.

G1804: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe
DataWriter.

G1805: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe the
behavior of the Subscriber.

G1806: Explicitly define the Request-Offered Data Distribution Service (DDS) Quality of Service (QoS) Policies
to describe the behavior of the DataReader.

G1808: Handle all Data Distribution Service (DDS) Quality of Service (QoS) contract violations using one of the
Subscriber access APIs.

Best Practices

BP1876: Provide a priority-based differentiated management of quality-of-service for traffic based on class of user,
application, or mission.

BP1877: Align end-to-end interoperable management of QoS with external networks.
BP1878: Quantitative measures of QoS requirements should be supportable.

BP1879: The program, project or initiative should align with the DoD QoS/CoS Working Group Roadmap.
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P1266: Design Tenet: Inter-Network Connectivity

A fundamental tenet of the commercial Internet model is that the complexity of the Internet belongs at the edges. Certain
required end-to-end functions can only be performed correctly by the end systems themselves. Any network, however
carefully designed, will be subject to failures of transmission at some statistically determined rate.

The best way to cope with this is to accept it and give responsibility for the integrity of communication to the end systems.
This principle drives the complexity of the network to the edge and limits state information held inside the network. This
increases the robustness of end-to-end communications since application state can now only be destroyed by a failure of
the end systems.

Many issues need to be resolved to mature the guidance for this tenet, especially for transport users whose data traverse
different media with different performance characteristics. In some situations it may not be desirable to follow this design
tenet.

For example, the use of Transmission Control Protocol (TCP) proxies, which may be required to achieve adequate
performance across satellite assets, runs counter to this tenet. The proxy (part of the network and not an end system)
maintains state information on the TCP session between two end-user systems, but it cannot guarantee that the function
that TCP is performing is being accomplished.

Avoid implementing "intelligence" within the network whenever possible.

Considerations
Support Inter-network Connectivity Using DoD-Adopted Standards

e Support inter-network connectivity using DoD-adopted standard protocols contained in the DoD IT Standards
Registry (DISR) [R1179], such as BGP4. Any protocols or standards that are not included in the DISR, such
as performance-enhancing proxies, should be documented and justified against the resulting impact to GIG
component system interoperability.

Guidance

» (1601: Use configurable routers to provide dynamic Internet Protocol (IP) address management using the
Dynamic Host Configuration Protocol (DHCP).

* (1602: Use configurable routers to provide static Internet Protocol (IP) addresses.

e (G1604: Use configurable routers to provide time synchronization services using Network Time Protocol (NTP).
» (G1605: Use configurable routers to provide multicast addressing.

* (G1606: Manage routers remotely from within the Node.

* (G1607: Configure routers according to National Security Agency (NSA) Router Security Configuration guidance.

» (1608: Obtain reference time from a standard globally synchronized time source.
* (G1609: Arrange for a backup time source.
e (G1610: Configure the Dynamic Host Configuration Protocol (DHCP) services to assign multicast addresses.

» (G1623: Implement personal firewall software on computers used for remote connectivity in accordance with the
Desktop Applications, Network, and Enclave Security Technical Implementation Guides (STIGSs).
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P1267: Design Tenet: Joint Technical Architecture [now DISR]

Note: This topic is "Design Tenet: Joint Technical Architecture" in the Net-Centric Checklist v2.1.3 of 12 May 2004.
The DISR Baseline Release 04-2.0 of 22 December 2004 replaced the JTA so this perspective refers to the DISR
rather than the JTA.

DoD-approved standards and protocols related to net-centricity are in the DoD Information Technology (IT) Standards
Registry (DISR).[R1179] Programs, projects or initiatives should support computing infrastructure that is compliant with

the net-centric interoperability standards in the DISR. NESI provides implementation guidance and best practices

for DoD sanctioned standards and protocols. However, other standards are often useful and when a program (or

project or initiative) uses them, the program manager needs to be able to justify this use. Many of the technologies and
implementation specifics associated with the ASD(NII) Net-Centric Checklist Tenets are still in development and have not
yet reached maturity.

Considerations

« Justify and document all standards that are not included in the DISR,[R1179] especially those that impact
transport service infrastructure design.

Best Practices
* BP1712: Register developed mappings in the DoD Metadata Registry.

» BP1875: Describe the process and protocols used to provide concurrent traffic from multiple security domains on a
single IP internetwork.
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P1269: Design Tenet: RF Acquisition

Considerations
JTRS/SCA Compliance
« Justify, document, and obtain a waiver for all radio terminal acquisitions that are not Joint Tactical Radio

System (JTRS) /Software Communications Architecture (SCA) compliant and coordinate with the Office of
the Secretary of Defense (OSD) and the JTRS Joint Program Executive Office (JPEQ); see [R1240].

Minimize RF Bandwidth Requirements

« Use appropriate transmit protocols, compression standards, and other techniques when interfacing radio
frequency (RF) networks to the Global Information Grid (GIG) environment. The RF environment, with its
much more constrained and error prone propagation environment, requires techniques that minimize bandwidth
requirements.

Guidance

e G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

* G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

Best Practices
« BP1715: Design SCA log services according to the OMG Lightweight Log Service Specification.
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P1274: Design Tenet: Joint Net-Centric Capabilities

The Assistant Secretary of Defense for Networks and Information Integration/Department of Defense Chief Information
Officer (ASD[NII]/DoD CIO) issued a 15 July 2003 memorandum, Joint Net-Centric Capabilities,[R1258] that identifies a
number of key C4ISR programs for integrating into the Global Information Grid (GIG):

» All Space Terminal acquisitions

» All Intelligence, Surveillance, and Reconnaissance (ISR) programs

e Teleport

» Warfighter Information Network-Tactical (WIN-T)

» All radio and data link applications

* Global Command and Control System (GCCS, Joint and Service variants)

* Crypto Modernization

» Distributed Common Ground Systems (DCGS)

e All C2 programs

» Deployable Joint Command and Control (DJC2)

» High Assurance Internet Protocol Encryption (HAIPE)

* Future Combat Systems (FCS)

* Programs under the FORCEnet umbrella

The memo highlights programs that are required to develop transition plans for integrating transport components with the
following GIG joint net-centric capabilities:

» Internet Protocol Version 6 (IPv6)

» Net-Centric Enterprise Services (NCES)

* Joint Tactical Radio System (JTRS)/Software Communications Architecture (SCA)

* Global Information Grid Bandwidth Expansion (GIG-BE)

» Transformational Communications Satellite/Advanced Wideband System

» End-to-end information assurance

The ASD(NII) Net-Centric Checklist [R1177] also highlights the need for the programs to include in transition plans the use
of guard technologies, and standards and protocols for connectivity with allied and coalition partners.

* Use the Joint Chiefs of Staff Instruction (CJCSI) 6212.01E, Interoperability and Supportability of Information
Technology and National Security Systems, 15 December 2008, [R1175] to guide implementation of Joint net-centric
capabilities.

Note: CJCSI 6212.01E removed the Net-Centric Operations and Warfare Reference Model (NCOW RM)
element of the Net-Ready Key Performance Parameter (NR-KPP), integrating the components of the former
NCOW RM into other elements of the NR-KPP.

Guidance

» (G1576: Provide an environment to support the development, build, integration, and test of net-centric capabilities.

* G1629: Identify which Net-Centric Enterprise Services (NCES) capabilities the Node requires during deployment.
Best Practices

» BP1400: Programs will use authoritative metadata established by the Joint Mission Threads (JMTs) when available.

» BP1661: Engage with the Net-Centric Enterprise Services (NCES) program office to explore approaches for
mobile use of the Core Enterprise Services (CES) services in mobile Nodes that rely on Transmission Control
Protocol/Internet Protocol (TCP/IP) for inter-node communication.
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BP1681: Make metrics for component services visible and accessible as part of the service registration and update
the metrics periodically.

BP1686: Align Node interfaces to Components for directory services with the guidance being provided by the
Joint Directory Services Working Group (JDSWG) and sub-working groups, including such guidance as naming
conventions, federation, and synchronization.

BP1837: Update the net-centric and SOA migration plan in an iterative manner as the program gains migration
experience and conditions change.

BP1840: Identify opportunities to apply the principles of net-centricity and SOA throughout the course of the
program.

BP1866: Coordinate with end users to develop interoperable materiel in support of high-value mission capability.

BP1880: Justify, document, and obtain a waiver for all radio terminal acquisitions that are not JTRS/SCA compliant.
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Transport and Services

P1277: Design Tenet: Operations and Management of Transport
and Services

This tenet encompasses three equally important principles of Network Operations (NetOps):

» Develop manageable systems

» Use non-proprietary implementations

» Use accepted industry standards

NetOps:

» Is a coordinated, comprehensive set of operational concepts and structure that fuses Systems and Network

Management, Information Assurance/Computer Network Defense, and Content Staging/Information Dissemination
Management into a single integrated operational construct

» Is an end-to-end capability that represents the integrated doctrine, force structure, and tactics, techniques, and
procedures (TTP) needed to manage and direct the net-centric operations of the Global Information Grid (GIG)

» Encompasses all activities directly associated with the net-centric management and protection of GIG computing
(including applications and systems), communications, and information assurance assets across the continuum of
military operations

e Actively integrates those capabilities with the goal of end-to-end, assured network availability, information delivery, and
information protection

Considerations

Develop Manageable Systems

< Build transport communications and network systems, services, subsystems, sub-services, components,
devices, and elements from the ground up to be "manageable.” They should also have the appropriate
functional management capabilities.

« Manage transport communications and network services and systems proactively and operate to specific levels
of service. These service levels are documented and published in Operational or Service Level Agreements
(OLA/SLAS).

« Fully integrate management solutions for transport systems and services with management solutions to ensure
that the GIG is holistically operated and managed to support operational warfighter requirements. Operational
management solutions should fully address all specific management functional areas; e.g., fault, configuration,
accounting, performance, and security management.

Use Non-Proprietary Implementations

« Base operational management capabilities and solutions on non-proprietary implementations of industry
accepted standards. An example is the Simple Network Management Protocol (SNMP) for IP-based networks.

« Critical transport systems, subsystems, component, and elements need to be able to monitor securely, detect
changes in, and report the following:

e Basic up/down operational status
¢ Performance information

¢ Operational configuration

e Security status

* Management interfaces should be non-proprietary. They must be accessible to a wide variety of management
products and solutions via open-standards-based interfaces. The interfaces should not require hard-coding to
obtain operational status information about a particular system.
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To support the development of NetOps Situational Awareness capabilities, ensure that operational
management solutions can share operational status and other types of management information with
management solutions operated by other types of service providers. The exchange must use non-proprietary
standards-based interfaces. While this could be as simple as offering a browser-accessible Web interface using
HTTP or HTTPS, management product vendors are beginning to implement Web services interfaces that use
SOAP to share information between management systems.

Use Accepted Industry Standards and Emerging NetOps Concepts

Operational concepts, architectures, processes, and procedures used by transport communications and
network providers must incorporate emerging NetOps concepts. They should be based on accepted industry
standards.

Take an active role in the growing NetOps community. Develop the operational policies, processes, and
procedures that enhance the flow of information between different management domains. This will ensure
proactive problem detection, isolation, and resolution with minimum impact on the user.

To support this goal, adopt and implement operational policies, processes, and procedures based on
internationally accepted de facto Telecommunication Service Provider and IT Service Management (ITSM)
standards.

Support Standardized DoD Service-Oriented Environment

Employ DoD-adopted standards for implementing and using transport infrastructure in the GIG-ES Enterprise
Service Management (ESM)/NetOps service-oriented environment, rather than a domain or system-oriented
environment.

A Working Group established early in CY2003 to help develop DoD-level policy for operating in a service-
oriented environment is co-chaired by ASD(NII)/DoD CIO and DISA. This group has enjoyed wide participation
and representation from across the Services as well as from key enterprise programs. The main focus of this
group has been to formulate initial ESM/NetOps requirements for GIG-ES and for the Net-Centric Enterprise
Services (NCES) Program. The group also identified DoD-level policy areas that may need to be revised

to support net-centric operations in a service-oriented architecture (SOA). In addition, the group has
collaborated with the NetOps CONOPS group to broaden the current transport- and network-centric approach
to one that is more holistic and consistent in monitoring, managing, and controlling systems, services, and
applications, in addition to transport systems and networks.

Employ DoD-Adopted Standards to Support Cross-System and Domain Management

Employ DoD-adopted standards for operating and managing transport services. This includes interaction with
counterparts in other networks or management domains, such as system or application managers.

Specify interfaces and/or standards for the following:
¢ Sharing operational status and performance information
¢ Collecting and disseminating service management information

¢ Selecting the format in which it is made available (e.g., SNMP, XML, CIM, SOAP)

Note: Volume 1 of the DISR [R1179] identifies SNMP and XML as mandated standards and CIM as an emerging
standard.

Plan for Coalition Interoperability

Plan for operations and management of transport services. This includes interacting with counterparts in other
networks or management domains used by coalition partners. Most recent conflicts have involved not only
U.S. forces, but forces from allies and coalition partners. In the future, U.S. information and communications
systems must support interoperability with these groups. There are various ways to achieve interoperability
including the following:

¢ Acquisition of common systems
« Development of diverse but interoperable systems
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¢ Adherence to standards and commercial best practices
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P1307: Open Technology Development

The Deputy Under Secretary of Defense (DUSD) for Advanced Systems and Concepts (AS&C) chartered the
development of the OSD Open Technology Development Roadmap.[R1288] The roadmap proposes that DoD adopt
generally understood OTD practices regarding open source code access, open interfaces and systems, and collaborative
development methodologies. The goal is to keep pace with technology advances and changing requirements in an
efficient manner.

There are five aspects associated with OTD:

e Open Architecture [P1309]

e Open Standards [P1310]

* Open Development Collaboration [P1311]
* Open Source (Software) [P1312]

* Open Systems [P1313]
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P1309: Open Architecture

Open Architecture (OA), according to Open Architecture Principles and Guidelines [R1307], is a pattern of
nonfunctional requirements that contribute to the ability to create, deploy and manage OA systems. In some domains, e.g.
systems engineering, OA considerations would apply to both hardware and software components. An Open Architecture
employs open standards for key interfaces within a system [Open Systems Joint Task Force]. Open Architecture is the
confluence of business and technical practices yielding modular, interoperable systems that adhere to open standards
with published interfaces. This approach significantly increases opportunities for innovation and competition, enables
reuse of components, facilitates rapid technology insertion, and reduces maintenance constraints. OA delivers increased
warfighting capabilities in a shorter time at reduced cost [Naval Open Architecture Rhumb Lines; Open Architecture 12
Dec 06.pdf].

For an architecture to be "open" it must meet all of the following criteria.

Note: Specific terms are defined in Sections 2.1.2 through 2.1.7 of the Open Architecture Principles and
Guidelines; links to applicable NESI Perspectives are in brackets following each question.

* Modular
* Is the architecture partitioned into discrete, self-contained modules of functionality?

* [NESI on Implementing a Component-Based Architecture [P1034]]
< Do each of the modules have well defined, published interfaces?

* [NESI on Public Interface Design [P1060]]
* [NESI on Standard Interface Documentation [P1069]]
» [NESI on Key Interface Profiles (KIPs) [P1173]]
< Are the interface definitions designed for ease of understanding by third-party architects?

* [NESI on Exposing Functionality through Non-Standard Interfaces [P1218]]
* Interoperable

« Do the architecture modules enable the useful exchange of data and information with other systems outside of the
architecture?
» [NESI on Net-Centric Information Engineering [P1133]]

» Does each architecture module provide for the execution of its capabilities in response to requests coming from
outside the respective module?
* [NESI on the Software Communication Architecture (SCA) [P1087]]
* [NESI on Services [P1164]]
» [NESI on Phases of SOA Adoption [P1238]]

< Does each architecture module provide for the request for execution of capabilities that are instantiated outside of
the respective module?
» [NESI on Core Enterprise Services Definitions and Status [P1166]]

« Are architecture module interfaces based on the use of open standards?

» [NESI on Open Standards [P1310]]
» Extensible

« Is the architecture designed with points of integration (e.g., module interfaces) that allow for future modules and
capabilities to be added to the implementation, without requiring a modification to the architecture or existing
implementation?
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e [NESI on Implementing Component-Based Architectures [P1034]]

Reusable

» Is the architecture designed with modules that can be used in multiple contexts to provide similar capabilities in
those different contexts?

* [NESI Pattern for Re-Implementation [P1220]]
« [NESI Contracting Guidance for Reuse [P1123]]

Composeable

» Is the architecture comprised of modules that can be selected and assembled in various combinations to satisfy
specific user requirements?

* [NESI on Implementing a Component-Based Architecture [P1034]]

Maintainable

< Can the architecture's modules be maintained (revised, repaired, and replaced) without impacting the prescribed
requirements (performance, availability, etc.) of the architecture's other modules?

» [NESI on Management Issues for Exposed Functionality [P1227]]
* [NESI on Maintaining the Internal Component Environment [P1134]]
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P1310: Open Standards

The DoD Open Systems Joint Task Force defines Open Standards as standards that are widely used, consensus-based,
published, and maintained by recognized standards organizations [OSJTF Terms & Definitions]. For a standard to be
"open," it must meet the follow criteria:

* Isthe standard widely-used?
» Is the standard consensus-based (developed using an open consortium approach)?

« Is the standard maintained and recognized by one or more recognized standards organizations, such as the Internet
Society (ISOC), the Object Management Group (OMG), the Organization for the Advancement of Structured
Information Standards (OASIS), or the World Wide Web Consortium (W3C)?

» Does each standard include all details necessary for interoperable implementation?

» Is the standard freely and publicly available under royalty-free terms?

» Are all patents to the implementation of the standard licensed under royalty-free terms for unrestricted use or covered
by a promise of hon-assertion when practiced by open source software?

» Is the standard free of all requirements for execution of a license agreement, non-disclosure agreement, grant, click-
through arrangement, or any form of paperwork, to deploy conforming implementations of the standard?

» Is the standard free of all requirements for other technology that fails to meet this "open standard"” criteria?

Page 86


http://www.acq.osd.mil/osjtf/termsdef.html
http://www.isoc.org/standards/
http://www.omg.com/
http://www.oasis-open.org/
http://www.w3.org/

Part 2: Traceability
Part 2: Traceability > Open Technology Development > Open Development Collaboration

P1311: Open Development Collaboration

Open Development Collaboration is a team-based process to design, acquire, implement, deploy, and utilize a system.
Include appropriately qualified subject matter experts from both government and industry, and include representatives

of all stakeholders involved in the acquisition, deployment, and utilization of the system. Documenting the team's
collaboration, correspondence, and decisions using an on-line mechanism (e.g., a Web-based forum) that provides
persistence and read/write access for all team members can be an efficient and effective way to coordinate team
activities. The Government should retain all rights to the content placed in the on-line mechanism, and the Government
may restrict access to this content to members of the respective team as the Government representatives may deem
necessary.

Development collaboration is "open" if it meets all of the following criteria:
» Does the collaboration cover all aspects of the development lifecycle including design, acquisition, implementation,

deployment, and utilization?

» Is the team that is collaborating comprised of appropriately qualified subject matter experts from both government and
industry?

» Does the team that is collaborating include representatives of all stakeholders involved in the acquisition, deployment,
and utilization of the system?

» Are the team's collaboration, correspondence, and decisions persistently documented using an on-line mechanism
(such as forums)?

» Is that content/documentation freely accessible to all team members?

» Do all team members have read/write access to that documentation (and is the integrity of each team member's input
preserved)?

« Does the government have full rights to that content?

Examples of Open Development Collaboration

» Source Forge - example of an open development collaboration site on the Internet

» NESI Collaboration Site - example of a development collaboration site with controlled access for authorized
government users, contractors, and vendors

 TBMCS DEVnet - example of a development collaboration site with controlled access for authorized government
users, contractors, and vendors
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P1312: Open Source (Software)

The principle of "Open Source" does not just mean access to the source code is freely and publicly available. The DoD
Chief Information Officer (CIO), in a 16 October 2009 Memo titled Clarifying Guidance Regarding Open Source Software
(OSS), available via the ASD(NII)/CIO Free Open Source Software (FOSS) Web site,[R1346] characterizes OSS as
software for which the human-reaable source code is available for use, study, reuse, modification, enhancement, and
redistribution by the users of that software. Attachment 2 of this memo provides clarifying guidance regarding OSS. The
Web site also contains a link to frequently asked questions about OSS and a MITRE Corporation FOSS study report.

The Open Source Initiative Open Source Definition includes ten criteria which form the basis of the following questions
(note that links to applicable NESI Perspectives are in brackets after some of the questions). For software to meet the
definition of "open source" it must satisfy the ten criteria.

» Is the license free of all restrictions (e.g., all royalties and other such fees for sale or use) preventing the DoD from
selling or giving away the software as a component of an aggregate software distribution containing programs from
several different sources?

* [NESI Contracting Guidance for Acquisition [P1121]]
e [NESI Contracting Guidance for Reuse [P1123]]
« [NESI Guidance for Representations, Certifications, and other Statements of Offerors [P1126]]

» Does the program include source code and allow for distribution of that source code in textual form as well as in
compiled form?
< [NESI Guidance for Standard Interface Documentation [P1069]]
< [NESI Guidance for RFP Section J - List of Attachments [P1125]]

» Does the license allow for modifications and derived works, and allow those changes to be distributed under the same
terms as the license of the original software?

» Does the license protect the integrity of the author's original source code? For example,

e requiring derived works to carry a different name or version number from the original software?

< requiring that the original source code be distributed as pristine based sources plus patches, so that "unofficial"
changes (those made and added to the source by parties other than the original author) can be made available but
easily distinguished from the base source?

» Isthe license free from all restrictions which discriminate against any person or group of persons? (External policy
might place such restrictions.)

* Is the license free from all restrictions that would prevent anyone from making use of the software in a specific field or
endeavor?

» Are the rights attached to the software applicable to all whom the software is redistributed without the need for
execution of an additional license by those parties?

» Are the rights attached to the software free from all dependencies on the software's being part of a particular software
redistribution? (If the software is extracted from that distribution and used or distributed within the terms of the
software’s license, all parties to whom the software is redistributed should have the same rights as those granted in
conjunction with the original software distribution.)

» Isthe license free from all restrictions on other software that is distributed along with the licensed software? (For
example, the license must not insist that all other software distributed on the same medium must be open source
software.)

» Isthe license free of all provisions that may be predicated on any individual technology or style of interface? (The
license must be technology-neutral.)
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P1313: Open Systems

The DoD Open Systems Joint Task Force (OSJTF) defines an open system as "a system that employs modular design,
uses widely supported and consensus based standards for its key interfaces, and has been subjected to successful
validation and verification tests to ensure the openness of its key interfaces" [OSJTF What is an Open System?]. The
Acquisition Community Connection, hosted by the Defense Acquisition University, has additional information concerning
Modular Open Systems Approach (MOSA), the DoD "open systems" implementation [ACC Community Browser].

The Carnegie Mellon University Software Engineering Institute further defines an open system as a collection of
interacting software, hardware, and human components designed to satisfy stated needs with interface specifications
of its components that are fully defined, available to the public and maintained according to group consensus in which
the implementations of the components conform to the interface specifications [SEI Glossary].

For a system to be considered "open" it must meet all of the following criteria:

* Is the system based on an Open Architecture?
» Does the system employ Open Standards for its key interfaces?
» Are the system's key interfaces maintained using an Open Development Collaboration process?

» Are the system's key interfaces fully defined and available to the public, as is the case with Open Source?
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P1279: Naval Open Architecture

Interoperability, Maintainability, Extensibility, Composeability, and Reusability are non-functional requirements (NFRSs)
that support Open Architecture according to the Open Architecture Principles and Guidelines [R1307] which defines two
types of relationships between NFRs, Enabled By and Facilitated By. Enabled by is a strict dependence between NFRs
while an NFR that facilitates another NFR is not required but contributes.

Below is the relationship between the NFRs

Enabled By Facilitated By
Interoperability Open Standards
Maintainability Composeability

Reusability

Extensibility Modularity Interoperability
Composeability Reusability
Reusability Interoperability

Extensibility

Detailed Perspectives

« Interoperability [P1280]
« Maintainability [P1281]

» Extensibility [P1282]

e Composeability [P1283]
* Reusability [P1284]
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P1280: Interoperability

Naval Open Architecture (OA) defines interoperability as being facilitated by Open Standards, which makes capabilities
of a system a known quantity. OA does not restrict interoperability to the use of Open Standards.

Enablers of interoperability include the following:

Well designed and documented key internal interfaces

Accessible metadata repository for syntactic interoperability

Community of Interest (COI) established and standardized data models and metadata
Availability of data

Web service discovery

Enterprise wide information assurance practices

Producer and consumer decoupling through message or event-driven service bus

Inhibitors to interoperability include the following:

Proprietary and/or unpublished APIs

Point to point connectivity

Application data models elevated to Enterprise data models
Fine-grained service calls

Guidance

» (G1001: Use formal standards to define public interfaces.
* (G1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.

» (1008: Isolate the Web service portlet from web hosting infrastructure dependencies by using the Web Services
for Remote Portlets (WSRP) Specification protocol.

* (G1011: Make components independently deployable.

e (G1012: Use a set of services to expose Component functionality.

e (1018: Assign version identifiers to all public interfaces.

» G1071: Use vendor-neutral interface connections to the enterprise (e.g., LDAP, JNDI, JMS, databases).
* (G1073: Isolate vendor extensions to enterprise service interfaces.

» (G1078: Document the use of non-Java EE-defined deployment descriptors.

» (1080: Adhere to the Web Services Interoperability Organization (WS-1) Basic Profile specification for Web
service environments.

e (31085: Establish a registered namespace in the XML Gallery in the DoD Metadata Registry for all DoD
Programs.

e (G1090: Do not hard-code a Web service's endpoint.

* (G1093: Implement exception handlers for SOAP-based Web services.

* G1125: Use the Department of Defense Metadata Specification (DDMS) for standardized tags and taxonomies.
» (G1127: Use a UDDI specification that supports publishing discovery services.

* (1131: Use standards-based Universal Description, Discovery, and Integration (UDDI) application
programming interfaces (APIs) for all UDDI inquiries.

e (G1132: Implement the data tier using commercial off-the-shelf (COTS) relational database management
system (RDBMS) products that implement a Structured Query Language (SQL).

e (G1141: Base data models on existing data models developed by Communities of Interest (COI).
* (G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).
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G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.
G1209: For Java, use JDK logging facilities.
G1210: For .NET, use Debug and Trace from the Syst em Di agnhosti ¢s namespace.
G1225: Use a build tool that is independent of the Integrated Development Environment.
G1237: Do not hard-code the configuration data of a Web service vendor.

G1245: Isolate the Web service portlet from platform dependencies using the Web Services for Remote Portlets
(WSRP) Specification protocol.

G1267: Use HTML data entry fields on Web pages.

G1268: Label all data entry fields.

G1270: Include scroll bars for text entry areas if the data buffer is greater than the viewable area.
G1276: Do not modify the contents of the Web browser's status bar.
G1277: Do not use tickers on a Web site.

G1278: Use the browser default setting for links.

G1284: Use only one font for HTML body text.

G1285: Use relative font sizes.

G1286: Provide text labels for all buttons.

G1287: Provide feedback when a transaction will require the user to wait.
G1292: Use text-based Web site navigation.

G1294: Provide a site map on all Web sites.

G1295: Provide redundant text links for images within an HTML page.
G1300: Secure all endpoints.

G1301: Practice layered security.

G1302: Validate all inputs.

G1304: Unit test all code.

G1306: Authenticate the identity of application users.

G1308: Configure Public Key Enabled applications to use a Federal Information Processing Standard (FIPS)
140-2 certified cryptographic module.

G1309: Make applications handling high value unclassified information in Minimally Protected environments Public
Key Enabled to interoperate with DoD High Assurance .

G1310: Protect application cryptographic objects and functions from tampering.

G1311: Use Hypertext Transfer Protocol over Secure Sockets Layer (HTTPS) when applications communicate
with DoD Public Key Infrastructure (PKI) components.

G1312: Make applications capable of being configured for use with DoD PKI.
G1314: Provide applications the ability to import Public Key Infrastructure (PKI) software certificates.
G1316: Ensure that applications protect private keys.

G1317: Ensure applications store Certificates for subscribers (the owner of the Public Key contained in the
Certificate) when used in the context of signed and/or encrypted email.

G1318: Develop applications such that they provide the capability to manage and store trust points (Certificate
Authority Public Key Certificates).

G1319: Ensure applications can recover data encrypted with legacy keys provided by the DoD PKI Key Recovery
Manager (KRM).

G1320: Use a minimum of 128 bits for symmetric keys.

G1321: Enable applications to be capable of performing Public Key operations necessary to verify signatures on
DoD PKI signed objects.
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G1322: Ensure that applications that interact with the DoD PKI using SSL (i.e., HTTPS) are capable of performing
cryptologic operations using the Triple Data Encryption Algorithm (TDEA).

G1323: Generate random symmetric encryption keys when using symmetric encryption.
G1324: Protect symmetric keys for the life of their use.
G1325: Encrypt symmetric keys when not in use.

G1326: Ensure applications are capable of producing Secure Hash Algorithm (SHA) digests of messages to
support verification of DoD PKI signed objects.

G1327: Enable an application to obtain new Certificates for subscribers.
G1328: Enable an application to retrieve Certificates for use, including relying party operations.

G1330: Ensure applications are capable of checking the status of Certificates using a Certificate Revocation List
(CRL) if not able to use the Online Certificate Status Protocol (OCSP).

G1331: Ensure applications are able to check the status of a Certificate using the Online Certificate Status
Protocol (OCSP).

G1333: Only use a Certificate during the Certificate's validity range, as bounded by the Certificate's "Validity - Not
Before" and "Validity - Not After" date fields.

G1335: Make applications capable of being configured to operate only with PKI Certificate Authorities specifically
approved by the application's owner/managing entity.

G1338: Ensure that Public Key Enabled applications support multiple organizational units.
G1339: Practice defensive programming by checking all method arguments.

G1341: Use a security manager support to restrict application access to privileged resources.
G1343: Declare classes final to stop inheritance and prevent methods from being overridden.
G1344: Encrypt sensitive data stored in configuration or resource files.

G1347: Secure remote connections to a database.

G1349: Validate all input that will be part of any dynamically generated SQL.

G1350: Implement a strong password policy for RDBMS.

G1351: Enhance database security by using multiple user accounts with constraints.

G1352: Use database clustering and redundant array of independent disks (RAID) for high availability of data.
G1357: Do not rely solely on transport level security like SSL or TLS.

G1359: Bind SOAP Web service security policy assertions to the service by expressing them in the
associated WSDL file.

G1362: Validate XML messages against a schema.
G1363: Do not use clear text passwords.

G1364: Hash all passwords using the combination of a timestamp, a nonce and the password for each message
transmission.

G1365: Specify an expiration value for all security tokens.

G1366: Digitally sign all messages where non-repudiation is required.

G1367: Digitally sign message fragments that are required not to change during transport.
G1369: Digitally sign all requests made to a security token service.

G1371: Use the National Institure of Standards and Technology (NIST) Digital Signature Standard
promulgated in the Federal Information Processing Standards Publication 186 (FIPS Pub 186-3 as of June 2009)
for creating Digital Signatures.

G1372: Use an X.509 Certificate to pass a Public Key.
G1373: Encrypt messages that cross an IA boundary.
G1374: Individually encrypt sensitive message fragments intended for different intermediaries.

G1376: Do not encrypt message fragments that are required for correct SOAP processing.
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G1377: Use LDAP 3.0 or later to perform all connections to LDAP repositories.
G1378: Encrypt communication with LDAP repositories.
G1379: Use SAML version 2.0 for representing security assertions.
G1380: Use the XACML 2.0 standard for SAML-based rule engines.
G1381: Encrypt sensitive persistent data.
G1382: Be associated with one or more Communities of Interest (COISs).
G1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.
G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.
G1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

G1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

G1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

G1388: Use predefined commonly used database tables in the DoD Metadata Registry.

G1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.

G1569: Maintain a comprehensive list of all of the Components that are part of the Node.
G1570: Assume an active management role among the Components within the Node.
G1581: Expose legacy functionality through the use of a service.

G1635: Make Nodes that will be part of the Global Information Grid (GIG) consistent with the GIG Integrated
Architecture.

G1636: Comply with the Net-Centric Operations and Warfare Reference Model (NCOW RM).

G1637: Make Node-implemented directory services comply with the directory services Global Information Grid
(GIG) Key Interface Profiles (KIPs).

G1638: Comply with the directory services Global Information Grid (GIG) Key Interface Profiles (KIPs) in Node
directory services proxies.

G1640: Register components that a Node exposes as SOAP Web services with DoD-approved registries.

G1641: Comply with the Service Discovery Global Information Grid (GIG) Key Interface Profiles (KIPs) in Node-
implemented Service Discovery (SD).

G1642: Comply with the Service Discovery (SD) Global Information Grid (GIG) Key Interface Profiles (KIPs) in
Node Service Discovery proxies.

G1644: Comply with the Federated Search - Search Web Service (SWS) Global Information Grid (GIG) Key
Interface Profiles (KIPs) in Node implemented Federated Search - Search Web Service (SWS).

G1645: Implement a local Content Discovery Service (CDS).

G1646: Comply with the directory services Global Information Grid (GIG) Key Interface Profiles (KIPs) in Node
Federated Search Services proxies.

G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

G1724: Develop XML documents to be well formed.

G1725: Develop XML documents to be valid XML.

G1726: Define XML Schemas using XML Schema Definition (XSD).
G1727: Provide names for XML type definitions.

G1728: Define types for all XML elements.

G1730: Follow a documented XML coding standard for defining schemas.
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G1737: Define a target namespace in schemas.
G1746: Develop XSLT style sheets that are XSLT version agnostic.
G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.
G1754: Give each new XML schema version a unique URL.
G1759: Use a style guide when developing Web portlets.
G1761: Provide units of measurements when displaying data.
G1763: Indicate the security classification for all classified data.
G1770: Explicitly define Data Distribution Service (DDS) Domains.

G1771: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe the
behavior of a publisher.

G1772: Assign a unique identifier for each Data-Distribution Service (DDS) Domain.

G1785: Stipulate that evaluation criteria will include the extent to which an Offeror's proposed technical solution
builds on reuse of common functionality.

G1786: Stipulate that evaluation criteria will include the extent to which an Offeror's proposed technical solution
builds on well defined services.

G1787: Stipulate that the Offeror is to use the NESI Net-Centric Implementation documentation set to assess net-
centric interoperability.

G1796: Explicitly define Data Distribution Service (DDS) Domain Topics.

G1797: Use a minimum of 1024 bits for asymmetric keys.

G1798: Explicitly define all the Data Distribution Service (DDS) Domain data types.

G1799: Explicitly associate data types to the Data Distribution Service (DDS) Topics within a DDS Domain

G1800: Explicitly identify Keys within the Data Distribution Service (DDS) data type that uniquely identify an
instance of a data object.

G1801: Explicitly define a Topic Quality of Service (QoS) for each Data Distribution Service (DDS) Topic within
a DDS Domain.

G1803: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe real-
time messaging criteria for Publishers.

G1804: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe
DataWriter.

G1805: Explicitly define the Data Distribution Service (DDS) Quality of Service (QoS) Policies to describe the
behavior of the Subscriber.

G1806: Explicitly define the Request-Offered Data Distribution Service (DDS) Quality of Service (QoS) Policies
to describe the behavior of the DataReader.

G1808: Handle all Data Distribution Service (DDS) Quality of Service (QoS) contract violations using one of the
Subscriber access APIs.

G1810: Use data models to document the data contained within the Data Distribution Service (DDS) Data-
Centric Publish Subscribe (DCPS).

G1942: Provide applications the ability to export Public Key Infrastructure (PKI) software certificates.

Best Practices

BP1007: Develop software using open standard Application Programming Interfaces (APIs).

BP1392: Register services in accordance with a documented service registration plan.
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Part 2: Traceability > Naval Open Architecture > Maintainability

P1281: Maintainability

In the Naval Open Architecture (OA) context, maintainability is "the portion of a component's or system's lifecycle after
installation, including its end of life. Key to this lifecycle is updating the system to introduce new technology, changed
business processes, etc." (see Open Architecture Principles and Guidelines section 2.1.7.1 [R1307]). Maintainability
depends on a modular system with well-defined interfaces and documentation for all aspects of the lifecycle of a system.

Enablers of maintainability include the following:

Modular design with well-defined, stable interfaces

Loose coupling

Clear and concise documentation

Use cases and testing

Compliance with open standards

Inhibitors of maintainability include the following:

Guidance

Frequent changes to interfaces

Tightly coupled and heavily optimized solutions

G1001:
G1002:
G1003:
G1004:
G1018:
G1019:
G1022:
G1027:
G1032:
G1043:
G1044:

Use formal standards to define public interfaces.

Separate public interfaces from implementation.

Separate shared Application Programming Interfaces (APIs) from internal APIs.

Make public interfaces backward-compatible within the constraints of a published deprecation policy.
Assign version identifiers to all public interfaces.

Deprecate public interfaces in accordance with a published deprecation policy.

Insulate public interfaces from compile-time dependencies.

Internally document all source code developed with Department of Defense (DoD) funding.

Validate all input fields.

Separate formatting from data through the use of style sheets instead of hard coded HTML attributes.
Comply with Federal accessibility standards contained in Section 508 of the Rehabilitation Act of 1973 (as

amended) when developing software user interfaces.

G1052:
G1053:
G1056:
G1058:
G1060:
G1071:
G1073:
G1082:

Use the code-behind feature in ASP.NET to separate presentation code from the business logic.
Do not embed HTML code in any code-behind code used by aspx pages.

Specify a versioning policy for .NET assemblies.

Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.
Encapsulate Java code in tag libraries when using the code in JavaServer Pages (JSPs).

Use vendor-neutral interface connections to the enterprise (e.g., LDAP, JNDI, JMS, databases).
Isolate vendor extensions to enterprise service interfaces.

Use the document-literal style for all data transferred using SOAP where the document uses the World

Wide Web Consortium (W3C) Document Object Model (DOM).

G1083:

Do not pass Web Services-Interoperability Organization (WS-I) Document Object Model (DOM)

documents as strings.

G1085:

Establish a registered namespace in the XML Gallery in the DoD Metadata Registry for all DoD

Programs.

G1088:

Use isolation design patterns to define system functionality that manipulates Web services.
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G1090: Do not hard-code a Web service's endpoint.
G1094: Catch all exceptions for application code exposed as a Web service.
G1095: Use W3C fault codes for all SOAP faults.
G1118: Localize CORBA vendor-specific source code into separate modules.
G1121: Do not modify CORBA Interface Definition Language (IDL) compiler auto-generated stubs and skeletons.

G1132: Implement the data tier using commercial off-the-shelf (COTS) relational database management
system (RDBMS) products that implement a Structured Query Language (SQL).

G1146: Include information in the data model necessary to generate a data dictionary.

G1147: Use domain analysis to define the constraints on input data validation.

G1148: Normalize data models.

G1151: Define declarative foreign keys for all relationships between tables to enforce referential integrity.
G1153: Separate application, presentation, and data tiers.

G1154: Use stored procedures for operations that are focused on the insertion and maintenance of data.
G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).
G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.

G1204: Create configuration services to provide distributed user control of the appropriate configuration
parameters.

G1205: Use non-source code persistence to store all user-modifiable CORBA service configuration parameters.
G1208: Add new functionality rather than redefining existing interfaces in a manner that brings incompatibility.
G1213: Provide an architecture design document.

G1214: Provide a document with a plan for deprecating obsolete interfaces.

G1215: Provide a coding standards document.

G1216: Provide a software release plan document.

G1217: Develop and use externally configurable components.

G1218: Use a build tool that supports operation in an automated mode.

G1219: Use a build tool that checks out files from configuration control.

G1220: Use a build tool that compiles source code and dependencies that have been modified.

G1221: Use a build tool that creates libraries or archives after all required compilations are completed.
G1222: Use a build tool that creates executables.

G1223: Use a build tool that is capable of running unit tests.

G1224: Use a build tool that cleans out intermediate files that can be regenerated.

G1225: Use a build tool that is independent of the Integrated Development Environment.

G1237: Do not hard-code the configuration data of a Web service vendor.

G1239: Use design patterns (e.g., facade, proxy, or adapter) or property files to isolate vendor-specifics of
vendor-dependent connections to the enterprise.

G1267: Use HTML data entry fields on Web pages.

G1271: Provide instructions and HTML examples for all style sheets.
G1283: Use linked style sheets rather than embedded styles.
G1300: Secure all endpoints.

G1301: Practice layered security.

G1308: Configure Public Key Enabled applications to use a Federal Information Processing Standard (FIPS)
140-2 certified cryptographic module.

G1309: Make applications handling high value unclassified information in Minimally Protected environments Public
Key Enabled to interoperate with DoD High Assurance .
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G1311: Use Hypertext Transfer Protocol over Secure Sockets Layer (HTTPS) when applications communicate
with DoD Public Key Infrastructure (PKI) components.

G1312: Make applications capable of being configured for use with DoD PKI.
G1313: Provide documentation for application configuration for use with DoD PKI.
G1314: Provide applications the ability to import Public Key Infrastructure (PKI) software certificates.

G1318: Develop applications such that they provide the capability to manage and store trust points (Certificate
Authority Public Key Certificates).

G1319: Ensure applications can recover data encrypted with legacy keys provided by the DoD PKI Key Recovery
Manager (KRM).

G1320: Use a minimum of 128 bits for symmetric keys.

G1321: Enable applications to be capable of performing Public Key operations necessary to verify signatures on
DoD PKI signed objects.

G1322: Ensure that applications that interact with the DoD PKI using SSL (i.e., HTTPS) are capable of performing
cryptologic operations using the Triple Data Encryption Algorithm (TDEA).

G1323: Generate random symmetric encryption keys when using symmetric encryption.
G1324: Protect symmetric keys for the life of their use.
G1325: Encrypt symmetric keys when not in use.

G1326: Ensure applications are capable of producing Secure Hash Algorithm (SHA) digests of messages to
support verification of DoD PKI signed objects.

G1327: Enable an application to obtain new Certificates for subscribers.
G1328: Enable an application to retrieve Certificates for use, including relying party operations.

G1330: Ensure applications are capable of checking the status of Certificates using a Certificate Revocation List
(CRL) if not able to use the Online Certificate Status Protocol (OCSP).

G1331: Ensure applications are able to check the status of a Certificate using the Online Certificate Status
Protocol (OCSP).

G1333: Only use a Certificate during the Certificate's validity range, as bounded by the Certificate's "Validity - Not
Before" and "Validity - Not After" date fields.

G1335: Make applications capable of being configured to operate only with PKI Certificate Authorities specifically
approved by the application's owner/managing entity.

G1338: Ensure that Public Key Enabled applications support multiple organizational units.

G1340: Log all exceptional conditions.

G1342: Restrict direct access to class internal variables to functions or methods of the class itself.

G1343: Declare classes final to stop inheritance and prevent methods from being overridden.

G1346: Audit database access.

G1348: Log database transactions.

G1352: Use database clustering and redundant array of independent disks (RAID) for high availability of data.

G1359: Bind SOAP Web service security policy assertions to the service by expressing them in the
associated WSDL file.

G1372: Use an X.509 Certificate to pass a Public Key.

G1378: Encrypt communication with LDAP repositories.

G1576: Provide an environment to support the development, build, integration, and test of net-centric capabilities.
G1577: Maintain an Enterprise Service schedule for interim and final enterprise capabilities within the Node.

G1578: Define a schedule for Components that includes the use of the Enterprise Services defined within the
Node's enterprise service schedule.

G1582: In Node Enterprise Service schedules, include version numbers of Enterprise Services interfaces being
implemented.
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e (1583: Provide routine Enterprise Services schedule updates to every component of a Node.

e G1717: Use constants instead of hard-coded numbers for characteristics that may change throughout the lifetime of
the model.

* (G1718: Design circuits to be synchronous.

* G1719: Automate testbench error checking in VHDL development.

» G1727: Provide names for XML type definitions.

» (G1728: Define types for all XML elements.

e (G1729: Annotate XML type definitions.

e G1730: Follow a documented XML coding standard for defining schemas.

» G1731: Only reference XML elements defined by a Type in substitution groups.

» (G1735: Use the . xsd file extension for files that contain XML Schema definitions.

» (G1736: Separate document schema definition and document instance into separate documents.
* (G1740: Append the suffix Type to XML type names.

e G1744: Only reference abstract XML elements in substitution groups.

e G1745: Append the suffix Group to substitution group XML element names.

e G1751: Document all XSLT code.

» (G1753: Declare the XML schema version with an XML attribute in the root XML element of the schema definition.
» (G1754: Give each new XML schema version a unique URL.

» (G1755: Use accepted file extensions for all files that contain XSL code.

e (G1756: Isolate XPath expression statements into the configuration data.

e G1773: Use #i ncl ude guards for all headers.

* G1774: Make header files self-sufficient.

» G1775: Do not overload the logical AND operator.

* G1776: Do not overload the logical OR operator.

e G1777: Do not overload the coma operator.

e G1778: Place all #i ncl ude statements before all namespace usi ng statements.

e G1779: Explicitly namespace-qualify all names in header files.

* (G1942: Provide applications the ability to export Public Key Infrastructure (PKI) software certificates.

Best Practices

» BP1021: Create fully encapsulated classes.
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Part 2: Traceability > Naval Open Architecture > Extensibility

P1282: Extensibility

Extensible systems facilitate adding future capabilities and points of contact or integration. To support this, Open
Architecture defines an extensible system as one with "sufficient internal quality and compartmentalization of data
and behavior that new capabilities do not introduce unintended changes to existing data and behavior" (see Open
Architecture Principles and Guidelines [R1307]). To achieve this, a system must be modular and interoperable.

Enablers of extensibility include the following:

» Well defined points of variability

» Layered architecture

» Loose coupling

Inhibitors to extensibility include the following:

* Undocumented design and architecture assumptions

Guidance

e (G1002: Separate public interfaces from implementation.
» (G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.
e G1271: Provide instructions and HTML examples for all style sheets.

Page 100



Part 2: Traceability
Part 2: Traceability > Naval Open Architecture > Composeability

P1283: Composeability

Composeable systems allow for components to be selected and assembled in different ways to meet user requirements.
In order for a system to be composeable its components must also be reusable, interoperable, extensible, and modular as
defined by Open Architecture.[R1307]

Enablers of composeability include the following:

e Standard enterprise ontology

» Enterprise service bus

» Clearly defined quality of service (QoS)
» Tools for composing services

Inhibitors to composeability include the following:

* No enterprise architecture management

Guidance
» (G1002: Separate public interfaces from implementation.
* (G1003: Separate shared Application Programming Interfaces (APIs) from internal APIs.
* (G1011: Make components independently deployable.
* (G1012: Use a set of services to expose Component functionality.
e (G1022: Insulate public interfaces from compile-time dependencies.
» (G1045: Separate XML data presentation metadata from data values.
» (G1050: In ASP, isolate the presentation tier from the middle tier using COM objects.
» (G1052: Use the code-behind feature in ASP.NET to separate presentation code from the business logic.
» (1058: Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.
» (G1060: Encapsulate Java code in tag libraries when using the code in JavaServer Pages (JSPs).
e (1088: Use isolation design patterns to define system functionality that manipulates Web services.

» (G1144: Develop two-level database models: one level captures the conceptual or logical aspects, and the other
level captures the physical aspects.

» (G1153: Separate application, presentation, and data tiers.
* (G1155: Use triggers to enforce referential or data integrity, not to perform complex business logic.
* (G1202: Use the CORBA Portable Object Adapter (POA) instead of the Basic Object Adapter (BOA).

* (G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

e G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

» G1719: Automate testbench error checking in VHDL development.
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Part 2: Traceability > Naval Open Architecture > Reusability

P1284: Reusability

Open Architecture defines a reusable artifact as one that provides a capability that can be used in multiple contexts.
Reuse is not confined to a software component but any lifecycle artifact including training, documentation, and
configuration. Open Architecture is concerned with artifacts which relate to the design, construction, and configuration of a
component.

Enablers of reusability include the following:

» Use of Reusable Asset Specification (RAS)

e Low code complexity

» Components that depend primarily on OA interfaces
Inhibitors to reusability include the following:

» Serialized or single-threaded implementation
e Proprietary standards
+ Cut-and-paste programming
Guidance
* (G1019: Deprecate public interfaces in accordance with a published deprecation policy.
* (1045: Separate XML data presentation metadata from data values.
* (1058: Use the Model, View, Controller (MVC) pattern to decouple presentation code from other tiers.
e (1060: Encapsulate Java code in tag libraries when using the code in JavaServer Pages (JSPs).

» (G1144: Develop two-level database models: one level captures the conceptual or logical aspects, and the other
level captures the physical aspects.

» (G1203: Localize frequently used CORBA-specific code in modules that multiple applications can use.
» (G1217: Develop and use externally configurable components.

» G1271: Provide instructions and HTML examples for all style sheets.

» (1283: Use linked style sheets rather than embedded styles.

e (G1311: Use Hypertext Transfer Protocol over Secure Sockets Layer (HTTPS) when applications communicate
with DoD Public Key Infrastructure (PKI) components.

» (G1321: Enable applications to be capable of performing Public Key operations necessary to verify signatures on
DoD PKI signed objects.

» (G1335: Make applications capable of being configured to operate only with PKI Certificate Authorities specifically
approved by the application's owner/managing entity.

e G1377: Use LDAP 3.0 or later to perform all connections to LDAP repositories.

» (1382: Be associated with one or more Communities of Interest (COIs).

* (1383: Use aregistered namespace in the XML Gallery in the DoD Metadata Registry.

e (G1384: Review XML Information Resources in the DoD Metadata Registry, using those which can be reused.
e (1385: Identify XML Information Resources for registration in the XML Gallery of the DoD Metadata Registry.

» (G1386: Review predefined commonly used data elements in the Data Element Gallery of the DoD Metadata
Registry, using those in the relational database technology which can be reused in the Program.

* (G1387: Identify data elements created during Program development for registering in the Data Element Gallery of
the DoD Metadata Registry.

» (51388: Use predefined commonly used database tables in the DoD Metadata Registry.

» (1389: Publish database tables which are of common interest by registering them in the Reference Data Set
Gallery of the DoD Metadata Registry.
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» (G1569: Maintain a comprehensive list of all of the Components that are part of the Node.

» G1713: Use an Operating Environment (OE) for all Software Communications Architecture (SCA) applications
that includes middleware which adheres to the Minimum CORBA Specification version 1.0.

* G1714: Develop Software Communications Architecture (SCA) applications to use only Operating
Environment functionality defined by the SCA Application Environment Profile.

» G1717: Use constants instead of hard-coded numbers for characteristics that may change throughout the lifetime of
the model.

» (1718: Design circuits to be synchronous.

* (G1719: Automate testbench error checking in VHDL development.

e (G1759: Use a style guide when developing Web portlets.

e G1773: Use #i ncl ude guards for all headers.

* G1774: Make header files self-sufficient.

» G1775: Do not overload the logical AND operator.

* G1776: Do not overload the logical OR operator.

e G1777: Do not overload the coma operator.

e G1778: Place all #i ncl ude statements before all namespace usi ng statements.
e G1779: Explicitly namespace-qualify all names in header files.

» G1784: Include a statement in the solicitation for Contractors to identify and list data rights for all proposed
products.

» (1785: Stipulate that evaluation criteria will include the extent to which an Offeror's proposed technical solution
builds on reuse of common functionality.

» (1786: Stipulate that evaluation criteria will include the extent to which an Offeror's proposed technical solution
builds on well defined services.

» (G1787: Stipulate that the Offeror is to use the NESI Net-Centric Implementation documentation set to assess net-
centric interoperability.

e (1788: Stipulate that the Offeror is to use Government approved data rights labels and markings for all deliverables
that are identified as Unlimited or Government Purpose Rights.

Best Practices

» BP1392: Register services in accordance with a documented service registration plan.
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Part 2: Traceability > Relationship with the JCIDS Process

P1122: Relationship with the JCIDS Process

The appropriate timeframe to start implementing net-centricity and interoperability is during the early definition of the
system with the preparation of the Capabilities Documents. These documents, prepared under the Joint Capabilities
Integration and Development System (JCIDS), set the stage for the subsequent acquisition process. Before initiating

a program, the JCIDS process identifies warfighting capability and supportability gaps and the Doctrine, Organization,
Training, Materiel, Leadership and education, Personnel, and Facilities (DOTMLPF) capabilities required to fill those
gaps. The documentation developed during the JCIDS process provides the formal communication of capability needs
between the warfighter, acquisition, and resource management communities.

Program sponsors, in coordination with program managers, should consider applicable NESI guidance when preparing
JCIDS documents. Program sponsors and managers can use Part 1 [P1286] and Part 2 [P1288] to develop a high-level
foundational understanding of the relevant issues and have a starting point for planning relevant activities and strategies.
Incorporating this guidance facilitates meeting the requirements of the ASD(NII) Net-Centric Checklist R1177 (see the
ASD(NII): Net-Centric Guidance [P1239] perspective in Part 2). This is a means of increasing interoperability and aiding
the development of architectural products. Program personnel should look for the attributes in the program capabilities
documents (with reference to the relevant portions of NESI) that are contained in Table 1 below.

Table 1 - Relationship between JCIDS Documents, Process Milestones, and NESI Guidance

JCIDS Document | Milestones | Description Relevant NESI
Guidance
Initial A B, C Defines capability gap in terms of functional area(s), Parts 1, 2
Capabilities relevant range of military operations, time, obstacles to
Document overcome, and key attributes, with appropriate measures
(ICD) of effectiveness.
Recommends materiel approach(s) based on cost
analysis, efficacy, sustainability, environmental quality
impacts, and associated risks.
Capability B Provides operational performance attributes, including Parts 2, 3, 4
Development supportability, for the acquisition community to design the Net-Ready Key
Document proposed system. Includes key performance parameters Performance
(CDD) (KPP) and other parameters that guide the development, Parameter (NR-
demonstration, and testing of the current increment. KPP) developed for
this CDD
Outlines the overall strategy for developing full capability.
Capability C Addresses the production attributes and quantities specific | Parts 3, 4,5
Production to a single increment of an acquisition program.
Document Updated NR-KPP
(CPD) Supersedes threshold and objective performance values required in this
of the CDD. CPD

The Net-Ready Key Performance Parameter (NR-KPP) noted in Table 1 measures the net-centricity of a new program or

major upgrade. The NR-KPP contains four elements:

Refer to the Defense Acquisition University (DAU) Defense Acquisition Guidebook Section 7.3.4 for further information

Compliance with the Net-Centric Operations and Warfare Reference Model (NCOW RM)

Compliance with applicable Global Information Grid Key Interface Profiles (KIPs)

Compliance with DoD information assurance (IA) requirements

Support for integrated architecture products that assess information exchange and use for a given capability

on the NR-KPP elements.

The program sponsor and manager can also use NESI to aid in the development of the NR-KPP as show in Table 2.

Page 104



http://nesipublic.spawar.navy.mil/nesix/View/P1286
https://akss.dau.mil/dag/Guidebook/IG_c7.3.4.asp

Table 2 - Relationship between NESI and the NR-KPP

Part 2: Traceability

NESI NCOW RM NCOW RM NCOW RM Information Key Integrated
Services Data 1A Assurance Interface Architectures
Strategy Strategy Strategy Profiles
(KIPs)
Part 1 3.2,3.3.2, 3.2,34,4.2 3.2 3.3.1 15,43-4.6
4.4
Part 2 4.1, 4.7, 3.1-3.6,8.0 5.1-5.7,8.0 51-5.7,8.0 | 4.1 4.1,4.2,6.3
7.0,8.0
Part 3 All Net-Centric Migration Migration
Data Strategy Concern: Concern:
(NCDS) Security Architecture
Documentation
Maintenance,
Migration
Planning
Process
Part 4 22-24 22-24 22-24 22-24 22-24 All of Part 4,
but especially
24 1
Part 5 Web Data Tier, Application Application Technical
Services, Data, Security Security Guidance
Browser- Metadata and Tactics
Based
Clients
Part 6 N/A N/A N/A N/A N/A N/A
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Part 2: Traceability
Part 2: Traceability > DISR Service Areas

P1362: DISR Service Areas

Programs use the Defense IT Standards Registry (DISR) Service Areas to develop DISR Online program-specific
profiles. Standards and specifications registered in DISR are grouped into Servic